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Rationale

Apply the MCC template document style consistently. Update UCs 5.1.2 and 5.1.4 to include handling of VNFC (in addition to VNF) failure.
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5.1
Use cases for Fault management
5.1.1
Introduction

When a failure occurs in fully virtualized networks or mixed networks, several alarms associated with the failure might be generated and reported to one or more management functions (e.g., EM, VNFM or NFVO), which are defined in [2], to allow fault corrective action to be taken. This subsection includes use cases to show fault management flows including alarm reporting flows as follows:

1)
An alarm generated by NE (excluding NFVI)

2)
An alarm generated by NFVI

3)
An alarm generated by EM

4)
An alarm generated by VNFC

5)
TBD

5.1.2
Failure management when VNF/VNFC detects VNF/VNFC failure
5.1.2.1
Introduction

This use case is to describe the management of VNF/VNFC  application layer failure detected by VNF/VNFC.

5.1.2.2
Actor
3GPP EM.

5.1.2.3
Pre-condition
1.
EM is active.
2.
VNF/VNFC has a fault.

5.1.2.4
Description

1.
VNF detects the fault and sends the alarms to EM. 
2.
EM may perform fault correlation. Based on the correlation analysis, the corrective action may trigger the execution of the VNF instance lifecycle management flows (e.g., VNF scaling) (Annex C in [2]). In case the corrective action needs to be performed by VNFM, EM sends a corrective action request toward VNFM.
3.
The EM may further forward the alarms to NM.

4.
NM may perform fault correlation anytime. Based on the fault correlation analysis, NM triggers a corrective action to repair the application layer failure. The corrective action may trigger the execution of the VNF instance lifecycle management flows (e.g., VNF scaling) or the Network Service instance lifecycle management flows. In case the corrective action needs to be performed by NFVO, NM sends a corrective action request toward NFVO.
5.
Event representing VNF recovery is sent to NM because operator wants to know the change which is dynamically performed.
5.1.2.5
Post-condition
The network operation works normally. The operator knows the recovery from the VNF failure.
5.1.3
Failure management when the alarm generated by NFVI

5.1.3.1
Introduction

This use case describes the failure management when the failure is generated by NFVI.

5.1.3.2
Actor

ETSI MANO VNFM.
5.1.3.3      Pre-condition
1.
The VNF is active.

2.
The VNF has detected an application failure and have reported it to EM.
3.
The NFVI has detected a failure (e.g. compute, storage, and networking related faults) and reported it to VIM.
5.1.3.4
Description

1. 1.
VIM sends NFVI failure reports to VNFM (see step 1, in clause B.6 [1].

2. 2.
VNFM identifies the VNF(s) affected by the NFVI failure. VNFM identifies EM(s) that manage the affected VNFs and reports the failure to the identified EM(s) (see step2-3, in clause B.6 [1]). 

3. 3.
EM may correlate NFVI failure reports from VNFM with VNF application failure reports from VNF. EM may request VNFM to initiate the healing process. EM may send the correlated or non-correlated failure reports to NM. 
4. 4.
NM may initiate healing process if needed.
5.1.3.5
Post-condition
None.
5.1.4
Failure management when the EM detects VNF/VNFC failure
5.1.4.1
Introduction

This use case is to describe the management of VNF /VNFC application layer failure detected by EM.

5.1.4.2
Actor
 3GPP NM and ETSI MANO NFVO.
5.1.4.3
Pre-condition

1.
EM is active.
2.
The VNF/VNFC has a fault.
5.1.4.4
Description

1.
EM detected the VNF/VNFC fault. 
2.
Same steps as stated in 2~5 in section 5.1.2.4.
5.1.4.5
Post-condition

The network operation works normally. The operator knows the recovery from the VNF/VNFC failure.
5.1.5
Failure management when the alarm is generated by VNFC

5.1.5.1
Introduction

A VNF can be composed of a single or multiple VNF component(s) (VNFC). A VNFC is an internal component of a VNF providing a sub-set of that VNF’s functionality defined by a VNF Provider, with the main characteristic that a single instance of this component maps one-to-one to a single virtualisation container [7]. A virtualisation container is a partition of a compute node that provides an isolated virtualized computation environment. An example of a virtualization container is a virtual machine (VM).

A single VNFC can fail due to diverse reasons. A possible failure may affect drivers, the operating system supporting the VNFC-application specific software, the VNFC-application specific software itself, or even due to own VNF deployment specific errors. Such failures can affect the overall VNF and need to be reported to trigger the automatic or on-demand healing of the VNF.

This use case exemplifies the failure management when the alarm is generated by the VNFC and such alarm is in the first instance sent to the VNFM (refer to clause 11.2 in [8] and step 4.2 in clause B.6 in [2] for examples). Refer to clause 5.1.4 in the present document for another option.
Editor note: This UC will be re-examined when the meaning of “Refer to clause 5.1.4 in the present document for another option” is clarified.
5.1.5.2
Actor

ETSI MANO VNFM.

5.1.5.3
Pre-condition

1.
The NFV management and orchestration (ETSI MANO) operation is active.

2.
The 3GPP management operation is active.

3.
The VNF is instantiated, configured (both deployment and application), and running.

4.
The VNF may have detected an application failure and be already reported to EM.

5.1.5.4
Description

The following steps are executed:

1.
The VNFC detects a failure concerning its own context (e.g., drivers, operating system, software, etc.) or the own VNF deployment (e.g., interaction of a VNFC with another VNFC).

2.
The VNF notifies the VNFM about the VNFC failure.

3.
The VNFM can correlate the VNFC failure with other virtualised resources failures received [2].

4.
In the case that the corrective action needs to be performed by the VNFM and the auto-healing is enabled, the VNFM can execute automatically the healing process notifying to the EM about the start and completion of the healing operation [2]. If the auto-healing is not enabled or the healing operation is not successful, the VNFM sends a notification of VNF failure to the EM.

5.
Same steps as stated in 3~7 in clause 5.1.2.4. 

5.1.5.5
Post-condition

If the VNF has self-healed, the network operation works normally, the operator knows the recovery from the VNF failure. If not, the operator knows about the VNF failure.
5.1.6
Notification of VNFCs impacted due to scheduled NFVI maintenance

5.1.6.1
Introduction

The virtualization of the network function decouples the hardware from the software using virtualization technologies. Thus, the VNF makes use of virtualised resources.

The virtualised resources can be impacted, not only because of failures from the underlying hardware resources, but also because of possible scheduled maintenance of them. For instance, a scheduled update of the hypervisor software or the firmware of a physical machine (host) will likely impact the virtualised resources on top, and consequently the execution of the VNF.

As a result, there is a need for notifying about VNF and any of its components, if they will be impacted due to maintenance of NFVI elements. Such notification is sent in advance to the actual maintenance. This is needed by the operator and management systems in order to act accordingly and minimize the impact and disruption of the VNF. This case is especially relevant when the network operator has different teams devoted to manage the 3GPP mobile network and the NFV infrastructure.

5.1.6.2
Actor

ETSI MANO VNFM.

5.1.6.3
Pre-condition

1.
The NFV management and orchestration (ETSI MANO) operation is active.

2.
The 3GPP management operation is active.

3.
The VNF is running on top of NFVI.

5.1.6.4
Description

The following steps are executed:

1.
ETSI MANO functional blocks process internally the notification of maintenance of an NFVI element (e.g., a physical machine), mapping such element to the virtualised resources (e.g., VM) that will be impacted due to such maintenance. In this process, the VNFM that manages the VNF whose virtualised resources are to be impacted is notified [2].

2.
The VNFM, if enabled and authorized, can try to mitigate the impact on the VNF. If the VNF will be impacted, the VNFM notifies the EM about the VNF and any of its components whose virtualised resources will be impacted due to maintenance of one or more than one NFVI element, identifying the cause (i.e., due to maintenance), the VNF and the components that are affected, and the associated VIM.

3.
The EM can further forward such notification to the NM.

5.1.6.5
Post-condition

The Operator and the 3GPP management system know about the maintenance status and further actions can be executed according to other management flows (e.g., change VNF configuration, migration of VNF components, request delaying the maintenance, etc).
5.1.7
VM failure is detected by VNF application

5.1.7.1
Introduction

This UC describes the expected VNF alarm reporting behaviour in case the VNF detects an alarm condition that is caused by the supporting VM (and not caused by its own VNF programming logic). Support of this UC does not imply a decision on the support of the following:

-
All VNFs should be capable of detecting VM failure;

-
All NFVIs should or should not report NFVI failure to VIM;
-
All VIMs should or should not detect NFVI failure.  
This UC covers failure management cases which are detectable by VNF applications. The following failure cases are out of scope of this UC:
· All VMs used by the VNF completely crash.  It causes failure of all VNF functionalities;
· TBD.
Editor’s note: Whether other cases are added is FFS.
5.1.7.2
Actor


3GPP EM. 
5.1.7.3
Pre-condition


VNF is active.

5.1.7.4
Description

1.
A VM service request failure occurs. 

2.
VNF application determines that the VM service request failure is not caused by the VNF application programming logic; 

a)
Sends the alarm indicating VM service request failure to EM; or

b)
If the VM service request failure causes a VNF application failure, sends an alarm indicating VNF application failure with probable cause indicating VM service request failure to EM;
3.
EM forwards alarm information to NM/OSS according to step 6.1 of Annex B.6 of [2]. 

4.
EM can trigger a corrective action request towards VNFM according to step 6.2 of Annex B.6 of [2].

5.1.7.5
Post-condition

None.
5.1.8
VNF snapshot capture

5.1.8.1
Introduction

By virtualizing a network function, capturing snapshots of the VNF and its components is possible. Together with other logging information, these snapshots can be used for multiple purposes, e.g., troubleshooting, rollback during erroneous VNF lifecycle management events or software upgrade, for fast VNF re-deployment, etc. A VNF snapshot can potentially contain one or several virtual machine snapshots, which in turn capture the state of the virtual machine configuration, the virtual disk and possibly memory dumps.

There is the possibility that capturing VNF and component snapshots can be executed automatically by the VNFM, or be triggered manually on-demand by the operator. In the manual case, the operator decides that a VNF or any of its components needs to be captured.

5.1.8.2
Actor

3GPP EM, ETSI MANO VNFM.

5.1.8.3
Pre-condition

1.
The NFV management and orchestration (ETSI MANO) operation is active.

2.
The 3GPP management operation is active.

5.1.8.4
Description

Two initial triggers are possible:

1.
In the manual case, three initial steps are processed:

a)
The operator initiates the snapshot capture of a VNF or any of its components by operating the 3GPP functional block.

b)
The EM requests to VNFM to execute the VNF lifecycle management operation of capturing snapshot of VNF or any of its components.

c)
The VNFM (ETSI MANO functional block) processes the request in the manual case.

2.
In the automatic case, the following step is processed:

a)
The VNFM (ETSI MANO functional block) internally determines that capture of VNF or any of its components is necessary.

The following steps are executed both in the manual and automatic case:

1.
ETSI MANO functional blocks proceed with the capture of the VNF’s virtual machine snapshots [2].
2.
The VNFM notifies to the EM with the information about the VIM and file paths to the snapshots. 

3.
The EM can dump additional information (e.g., current configuration), and forwards to the NM such information together with the rest of information received from the VNFM.

5.1.8.5
Post-condition

The operator has the information about where the snapshots and corresponding logs have been stored.
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