1

3GPP TSG SA WG5 (Telecom Management) Meeting #101
S5- 153173
25-29 May 2015, Ljubljana (Slovenia)
revision of S5-153abc
Source:
Ericsson

Title:
pCR on TR 32.842 regarding VNF model
Document for:
Approval, Discussion

Agenda Item:
6.5.3
1
Decision/action requested

Discussion and approval 
2
References

[1]
3GPP TS 28.622 Generic NRM IRP
[2]
3GPP TS 32.602 Basic CM IRP
[3]
ETSI GS NFV-SWA 001 V1.1.1 Network Functions Virtualisation (NFV); Virtual Network Functions Architecture
3
Rationale

To support the network management of NEs that are virtualized, a new <<IOC>>VNFC and a new <<DataType>>VContainer are proposed for addition into Generic NRM IRP [1]. 
The <<IOC>>ManagedFunction would name-contain the <<IOC>>VNFC, which in turn would contain the <<DataType>>VContainer.
In the MIB, a ManagedFunction instance without name-containing any VNFC instance(s) is representing a network function that is not virtualized.

The life-cycle of the set of ManagedFunction and VNFC(s), representing the virtualized network function, is:

1. After a successful instantiate_VNF (say of a virtualised MME) operation, the EM should create one (if an appropriate one does not exist) new ManagedElement, a new MMEFunction and one or more VNFC(s) where the ManagedElement would name-contain MMEFunction, which in turn, name-contain VNFC(s).
2. After a successful terminate_VNF (say of the virtualised MME mentioned above) operation, the EM should remove the corresponding ManagedFunction and VNFC(s). The EM should also remove the ManagedElement, name-containing the removed MMEFunction, if it does not have any more name-contained instance.
By reading, say using the Basic CM IRP [2], the instances representing a virtualized network function, IRPManager can:  

· Know if the virtualized NE is a multi-location NE. See the following attribute locationName of <<IOC>>ManagedElement. 

	locationName
	The physical location (e.g. an address) of an entity represented by a (derivative of) ManagedElement_. It may contain no information to support the case where the derivative of ManagedElement_ needs to represent a distributed multi-location NE. 


· Know the location if the virtualized NE is a single-location NE.

· Know the identifiers of the virtualized containers (supporting the VNFC). But would not know if the identified virtualized container is supporting more than one VNFC.

· Know the type of virtualized containers used by the VNFC(s).

· May deduce, by looking at the vContainerId, the identity of the VIM managing the virtualized container. If it can, it knows if the ManagedElement is managed by multiple VIMs.
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Proposal
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7.2.1
NRM supporting VNF
To support the network management of NEs that are virtualized, a new <<IOC>>VNFC and a new <<DataType>>VContainer are suggested for addition into Generic NRM IRP [1] such that:

1.  Add a new <<IOC>> VNFC. It inherits from <<IOC>>ManagedFunction.

2. <<IOC>>ManagedFunction name-contains <<IOC>>VNFC. The cardinality is one ManagedFunction : zero, one or more VNFC.

The <<IOC>>ManagedFunction would name-contain the <<IOC>>VNFC, which in turn would contain the <<DataType>>VContainer.

In the MIB, a ManagedFunction instance without name-containing any VNFC instance(s) is representing a network function that is not virtualized.

The life-cycle of the set of ManagedFunction and VNFC(s), representing the virtualized network function, is:

3. After a successful instantiate_VNF (say of a virtualised MME) operation, the EM should create one (if an appropriate one does not exist) new ManagedElement, a new MMEFunction and one or more VNFC(s) where the ManagedElement would name-contain MMEFunction, which in turn, name-contain VNFC(s).

4. After a successful terminate_VNF (say of the virtualised MME mentioned above) operation, the EM should remove the corresponding ManagedFunction and VNFC(s). The EM should also remove the ManagedElement, name-containing the removed MMEFunction, if it does not have any more name-contained instance.

By reading, say using the Basic CM IRP [2], the instances representing a virtualized network function, IRPManager can:  

· Know if the virtualized NE is a multi-location NE. See the following attribute locationName of <<IOC>>ManagedElement. 

	locationName
	The physical location (e.g. an address) of an entity represented by a (derivative of) ManagedElement_. It may contain no information to support the case where the derivative of ManagedElement_ needs to represent a distributed multi-location NE. 


· Know the location if the virtualized NE is a single-location NE.

· Know the identifiers of the virtualized containers (supporting the VNFC). But would not know if the identified virtualized container is supporting more than one VNFC.

· Know the type of virtualized containers used by the VNFC(s).

· May deduce, by looking at the vContainerId, the identity of the VIM managing the virtualized container. If it can, it knows if the ManagedElement is managed by multiple VIMs.

The following is the suggested definitions of the new VNFC and VContainer.

IOC definition of VNFC
Definition

VNF vendors may structure the VNF application software into software called VNF Components (VNFCs). VNFs are implemented with one or more VNFCs. 

The VNF is represented by <<IOC>>ManagedFunction. The VNFC is represented by <<IOC>>VNFC (which inherits from <<IOC>>ManagedFunction. 

This <<IOC>> is name-contained by <<IOC>>ManagedFunction. If a ManagedFunction instance does not contain any VNFC instance, then the ManagedFunction instance is not a virtualized function.

Attributes

	Attribute Name
	Support Qualifier
	isReadable 
	isWritable
	isInvariant
	isNotifyable

	 id
	M
	M
	-
	-
	M

	vNFCDId
	M
	M
	-
	-
	-

	
	
	
	
	
	


Where ‘id’:  This attribute contains the DN of the VNFC instance. (Note: this attribute is inherited from <<IOC>>Top_. It is not required to be displayed here. It is displayed here for reader’s convenience only.)

Where ‘vNFCDId’: This attribute contains the identifier of the VNFC Descriptor.
Attribute constraints

None

Notifications

TBD

DataType definition of VContainer
VContainer
Definition
According to [3], a virtualisation container is a “partition of a compute node that provides an isolated virtualised computation environment”. VNF vendors structure the VNF application software into one or more software modules called VNF Components (VNFCs) where one VNFC would execute or run in one virtualization container. 
There are many types of virtualisation container such as virtual machine (VM), OS container, etc. (See section 3.1 of [3] and section 5.3.2 of [3].)

Attributes

	Attribute Name
	Support Qualifier
	isReadable 
	isWritable
	isInvariant
	isNotifyable

	vContainerType
	M
	M
	-
	-
	-

	vContainerId
	M
	M
	-
	-
	-

	
	
	
	
	
	


Where ‘vContainerType’:  This attribute indicates the type of virtualisation container, e.g. VM, OS container.

Where ‘vContainerId’: This attribute contains the identifier of the virtualisation container.
Attribute constraints

None

Notifications

TBD
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