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1 
Introduction

1.1 Background
See 3G TS 32.101 [1] and 32.102 [2] for an introduction to the IRP concept and its related terminology.
1.2 Scope

The purpose of the Inventory and Topology IRP is to define an Integration Reference Point (IRP) through which a 'system' (typically a network element manager or a network element) can communicate basic inventory and topology information to one or several 'actors' (typically network management systems). The IRP is mainly intended for management of configuration and status information related to basic functional and equipment-related MOs representing resources that are managed by ‘system’. This could facilitate automated functions on the ‘actor’ side like building of topology maps, building of inventory databases, analysing alarm source information etc.

This document, which defines the Inventory and Topology IRP Information Model, is divided in two main parts: Firstly, it specifies a generic IRP Information Service with operations and notifications to be used by an ‘Actor’ to retrieve information on Managed Objects maintained by a ‘System’. Secondly, it specifies a generic Network Resource Model, NRM (also referred to as a Management Information Model, MIM) with definitions of Managed Object classes. This generic NRM is rather extensive when it comes to representation of NEs, their equipment and software entities, and it has some support for the functional capabilities. But it is very basic when it comes to connectivity modeling, and it does not contain any Managed Object classes for the modeling of (end-user) services. It is expected that some of the MOCs of this model are sub-classed (specialized), while others may be used directly, in order to create a final NRM for a particular type of network e.g. UMTS.

It shall be noted that the configuration management area is very large. The intention is to split the specification of the related interfaces in several IRPs. In addition to the subject IRP, it is expected that IRPs will be defined for functional areas like SW management, network & service provisioning, etc. A very important aspect of such a split is that resource models (“MO classes”) defined in different IRPs are consistent. The Inventory and Topology IRP here provides a base for all CM-related resource modeling. 

To summarize, the Inventory and Topology IRP has two main purposes: (1) to define an interface for inventory/topology information retrieval, and (2) to define a basic NRM that constitutes a base from which other (more specialized) resource models can inherit.

Ed. Note: It could also contain a third part with the applied UMTS management NRM, but it is here proposed that this part is placed in a separate document.

Key Terms

This section lists key terms used in this document.

Actor: It models all kinds of objects outside the domain of the System and it interacts directly with the System using this IRP for the purpose of retrieving or manipulating Managed Object data. Since Actors represent System users, they help delimit the System and give a clearer picture of what System is supposed to do.

Association: It is used to model relationships between two or more Managed Objects in a MIB. Association can be implemented in several ways:
(1) name bindings expressed in the Distinguished Name of the Managed Objects
(2) reference attributes of the participating Managed Objects
(3) dedicated association objects with references to the participating Managed Objects

This IRP stipulates that containment associations shall be expressed through name bindings, but it does not stipulate the implementation for other types of associations. These are specified as separate entities in the object models (UML diagrams), but they could very well be implemented e.g. through reference attributes of the participating MOs.  This kind of implementation decisions are Solution Set specific.
The term “association” is taken from CIM (which specifies dedicates association objects according to the “association-based” view in the figure below). There is no corresponding concept in TMN (which specifies containment associations through name bindings, and other types of associations through reference attributes according to the “reference based” view in the figure).
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Distinguished Name: A Distinguished Name (DN) is used to uniquely identify an MO within a Namespace. A DN is built from a series of "name components" (Relative Distinguished Names, RDN) denoting a containment hierarchy. The semantics and syntax of a DN and RDN is described in [18].
Managed Object (MO): In the context of this document, a Managed Object (MO) is a software object that encapsulates the manageable characteristics and behavior of a particular network resource. The MO is instance of a MO class defined in a MIM/NRM. An MO class has attributes that provide information used to characterize the objects that belong to the class (the term “attribute” is taken from TMN and corresponds to a “property” according to CIM). Furthermore, a MO class can have operations that represent the behavior relevant for that class (the term “operation” is taken from TMN and corresponds to a “method” according to CIM).
Management Information Base (MIB): A MIB is an instance of an NRM and has some values on the defined attributes and associations specific for that instance. In the context of this document, a MIB consist of (1) a Namespace (describing the MO containment hierarchy in the MIB through Distinguished Names), (2) a number of Managed Objects with their attributes and (3) a number of Associations between these MOs. From the Actor’s perspective there is a one-to-one mapping between Systems and MIBs, i.e. in the context of the interface specified by this IRP one System maintains one (and only one) MIB (and thus one namespace and one containment hierarchy with one root MO). Also note that TMN (X.710) defines a concept of a Management Information Tree (also known as a Naming Tree) that corresponds to the namespace (containment hierarchy) portion of this MIB definition.
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Management Information Model (MIM): Also referred to as NRM – see the definition below. There is a slight difference between the meaning of MIM and NRM – the term MIM is generic and can be used to denote any type of management model, while NRM denotes the model of the actual managed telecommunications network resources. 
Namespace: A namespace is a collection of names. The IRP name convention [18] restricts the namespace to a hierarchical containment structure, including its simplest form - the one-level, flat namespace. All Managed Objects in a MIB must be included in the corresponding namespace and the MIB/namespace must only support a strict hierarchical containment structure (with one root object). A Managed Object that contains another is said to be the superior (parent); the contained Managed Object is referred to as the subordinate (child). The parent of all MOs in a single namespace is called a Local Root. The ultimate parent of all MOs of all managed systems is called the Global Root.

Network Resource Model (NRM): A model representing the actual managed telecommunications network resources, that a System is providing through the subject IRP. An NRM describes managed object classes, their associations, attributes and operations. The NRM is also referred to as “MIM” (see above) which originates from the ITU-T TMN. The NRM/MIM corresponds to a schema according to CIM [13]. 

Notification: It refers to the transport of events from event producer to consumer. An event is an occurrence that is of significance to network operators, the network elements under surveillance and network management applications. Events can indicate many types of network management information, such as network alarms, network configuration change information and network performance data. The term “notification” is taken from TMN and corresponds to an “indication” according to CIM. Note that TMN (ITU-T X.710) specifies that notifications are specific to the Managed Objects that emit them and that the notifications are part of the definition of the Managed Object class of which the Managed Object is an instance. This IRP have a slightly different approach where notifications are specified outside the MO classes (as the notifications specified in this IRP are common to all MOs).

Relative Distinguished Name (RDN): It uniquely identifies an object instance within the scope of the parent (containing) object. It is built up of a naming attribute and its value. See also the definition of Distinguished Name above.

System: It models the object that interacts with Actor using this IRP. For this document, System encapsulates network element functions regarding Managed Objects. From Actor’s perspective, System behavior is only visible via the subject IRP.

Glossary

Glossary of terms and acronyms 

CIM

Common Information Model

CMIP

Common Management Information Protocol

DMTF

Distributed Management Task Force

DN

Distinguished Name

GDMO

Generic Definition of Managed Object 

IDL

Interface Definition Language

IEC

International Electro-technical Commission 

IETF

Internet Engineering Task Force

ISO/IEC
International Standards Organization

ITU-T

International Telecommunication Union, Telecommunication Sector 

MIB

Management Information Base

MIM

Management Information Model

MIT

Management Information Tree (or Naming Tree)

NE

Network Element

EM

Element Manager 

NRM

Network Resource Model

TMN

Telecommunications Management Network

2 System Overview

2.1 System Context

The following figures identify system contexts of the subject IRP in terms of its implementation called System and the user of the System, called Actor.  

“Actor” depicts a process that interacts with System for the purpose of retrieving or manipulating Managed Object data via this IRP. Examples of Actor can be a fault management system (building a topology database) or an inventory/asset management system (building an inventory database).  System implements and supports the Inventory and Topology IRP. System can be one Network Element (NE) (see Figure 1) or it can be one Element Manager (EM) or mediator that interface one or more NEs (see Figure 2). In the latter case, the interfaces (represented by a thick dotted line) between the EM and the NEs are not subject of this IRP. 

As indicated in the figures, the subject IRP need to be complemented with the Notification IRP [3] (to allow Actor to subscribe to notifications issued by System) and (optionally) product-specific and/or technology-specific MIM/NRMs describing the MOs maintained by System.

Figure 1: System Context A


[image: image4.wmf]System

Actor

NE

System

NE

Inventory and Topology IRP

Technology-Specific MIM/NRM (optional)

Notification IRP


Figure 2: System Context B


[image: image5.wmf]System

Actor

EM or

mediator

NE

NE

Inventory and Topology IRP

Technology-Specific MIM/NRM (optional)

Notification IRP


3 Modeling Approach

This section identifies the modeling approach adopted and used in this IRP.

As previously described, the IRP is structured in (1) an IRP Information Model (the subject document) that specifies the interface in a protocol neutral manner, and (2) a number of IRP Solution Sets that provide the actual realization of the operations and notifications defined in the IRP Information Model for each protocol environment.
The figure below shows the structure of the IRP (including a number of possible Solution Sets).

Figure 3: Inventory and Topology IRP Structure







As shown in the figure, the IRP Information Model consists of two main parts:

1. The IRP Information Service
This is a specification of the operations and notifications that are visible over the IRP. These operations are generic in the sense that they do not specify the Managed Objects that are retrieved/manipulated over the interface. 

2. The Network Resource Model (NRM)
This is a protocol-independent model that specifies a number of Managed Object classes (with attributes, operations and associations) that are relevant in the context of the subject IRP (for modeling of basic functional and equipment-related resources). These classes are consistent with standard models like M.3100 [4]
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[5]
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[6] from ITU-T, RFC 2737 [15] and RFC 1514 [17] from IETF, and the Common Information Model (CIM) [14] from DMTF. Each Solution Set shall provide an implementation of this resource model with (1) references to standard models that are applicable for the corresponding protocol environment, and (2) extensions to these standard models for the parts of the NRM that are not covered. 

The modeling approaches for these two aspects of the IRP are somewhat different and are described separately in the next two subsections.

3.1 IRP Information Service Modeling Approach

The IRP information service of the subject IRP specifies a number of protocol-independent operations and notifications that are needed by an Actor to retrieve inventory/topology information from a System. Furthermore, the IRP information service contains some (rather simple) operations for setting attributes on managed objects. These operations are intended for setting “inventory related” attributes like user labels and location information. They are not intended for more complex tasks like configuration of network elements (which is outside the scope of the subject IRP).

The operations and notifications of the IRP information service are mainly based on the Common Management Information Services (CMIS) that are defined in X.710 [7] (i.e. M-GET, M-SET, etc). Note however that the information service of the subject IRP is focused on the operations and notifications needed for basic CM purposes and is thus only covers a subset of the complete set of operations defined by CMIS.

It is expected that most Solution Sets will implement the operations and notifications by mapping them to standard operations (and possibly standard notifications) that are applicable in the corresponding protocol environment. The CMIP Solution Set should for instance map the operations to the more generic operations defined in CMIS, and an SNMP Solution Set should map the operations to the applicable SNMP operations. For the CORBA Solution Set, a “CMIS-like” interface should be defined (preliminarily called “Management over CORBA”) and the CORBA Solution Set should map the operations in this IRP Information Service to that interface.

3.2 Network Resource Modeling Approach

The NRM defined in the subject IRP bases its design mainly on work captured in ITU-T Recommendation M.3100 [4]
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[6]. It uses the MO classes defined in M.3100 that are related to modeling of equipment and software entities (e.g. “Equipment” and “Software”) and it has some support for the functional capabilities. However, it does not use the M.3100 classes related to “connectivity service provisioning” (e.g. “Connection” and Trail”) as the corresponding functionality is considered outside the scope of the IRP (other IRPs are expected in this area). 

In addition to supporting ITU-T resource (information) models, it has been considered important to be consistent with (1) existing SNMP resource models (MIB modules) from IETF, and (2) CIM (Common Information Model) resource models from DMTF. Thus, the subject IRP provides a mapping between the M.3100 MO classes and the corresponding MO classes in SNMP and CIM. This implies that the Network Resource Model defined by the subject IRP can be seen as a protocol-independent, generic resource model that is consistent with ITU-T, IETF, and DMTF standards. The term generic here means non-telecom network technology (e.g. UMTS) specific.

Detailed mapping to the actual standard model is described in each Solution Set. It is important to stress that if one selects one specific management protocol, one must also use existing de-facto conventions and standard resource models that are applicable to this protocol environment:

· SNMP Solution Sets (SMI-specifications) must be consistent with existing standard SNMP MIB-modules in order to function in an SNMP environment.

· CMIP Solution Sets (GDMO-specifications) must be based on standard models like X.721 and M.3100 in order to function in an OSI/TMN environment.

· WBEM Solution Sets (MOF/XML-specifications) shall be based on CIM to function in a WBEM environment.

Note that CORBA Solution Sets are special in the sense that no corresponding standard models (yet) exists. It is expected that such models will evolve in the near future (probably based on existing GDMO specifications from ITU-T).

4 IRP Information Model

4.1 Introduction

As already introduced in the previous chapter, this chapter defines the Inventory and Topology IRP Information Model in the form of the IRP Information Service and the Network Resource Model. 

The corresponding Solution Set documents provide protocol dependent object models. They provide the actual realization of the operations and notifications defined in this section in each protocol environment. One may find that the operation names and operation parameters defined in the protocol-neutral model differ from those defined in the Solution Sets (e.g. due to mappings to existing standard models that are applicable for a specific Solution Set). Furthermore, a Solution Set may choose to combine multiple notifications.

4.2 Compliance rules

Operations, notifications, parameters (of operation and notification) and attributes (of managed object classes) are qualified by mandatory (M) and optional (O).  

The meaning of mandatory is that the subject shall be present in all Solution Sets as mandatory.    The meaning of optional in IRP Information Model is that the subject shall be present in all Solution Sets if it is technically possible. When it is present, it must be optional.

The following defines the meaning of mandatory and optional operations in Solution Sets.

· System must implement all mandatory operations.  System may implement optional operation.  Actor may use any operation.

· Actor must implement all mandatory and optional notifications.  System must use all mandatory notifications.  System may use any optional notification.

The following defines the meaning of mandatory and optional parameters of operation and notification in Solution Sets.

· Method (operation and notification) implementation must support all mandatory parameters.  They may support optional parameters. Method caller must use mandatory parameters in calls. Method caller may use optional parameters in calls.

The following defines the meaning of mandatory and optional attributes in managed Object classes in Solution Sets.

· Actor must support all mandatory attributes. Actor must be prepared to receive information related to mandatory as well as optional attributes without failure; however Actor does not have to support handling of the optional attributes.”System must support all mandatory attributes. It may support optional attribute.

The Solution Set will specify capability via which Actor can discover if System has implemented an optional operation or parameter.

IRP Information Service

This section specifies the operations and notifications that are visible over this IRP. These operations are generic in the sense that they do not specify the MOs that are retrieved/manipulated over the interface.

4.2.1 Interfaces

The following figure illustrates the operations and notifications defined as interfaces
 implemented and used by System and Actor (described using UML notation).  Parameters and return status are not indicated.

Two interfaces are defined. One is called InventoryIRPOperations.  This interface defines operations implemented by System and used (or called by) Actor. The other is called InventoryIRPNotifications. This interface defines notifications implemented by Actor and used by System.

Figure 4: UML Interface Class Diagram

To be provided later

Operations

4.2.1.1 Operation setDNPrefix (M)

This operation sets a prefix to the Distinguished Name of all Managed Objects managed by System (i.e. present in the MIB that System is made visible through this IRP). For more information regarding Distinguished Names see the MO name convention [18].

Table 1: Parameters of setDNPrefix
Name
Qualifier
Purpose

DNPrefix
Input, M
The distinguished name of the parent of the local root MO in the MIB.

status
Output, M
(a) Operation succeeded, or

(b) Operation failed because of specified or unspecified reason.

4.2.1.2 Operation getMO (M)

This operation is invoked by Actor to request the retrieval of management information (Managed Object attribute names and values) from the MIB maintained by System. One or several Managed Objects may be retrieved - based on the containment hierarchy. The operations corresponds to the M-GET service defined by CMIS (X.710 [7]). A Solution Set may choose to split this operation in several operations (e.g. operations to get “handlers” or “iterators” to Managed Objects fulfilling the scope/filter criteria and other operations to retrieve attribute names/values from these “handlers”). It is important that each Solution Set have an implementation that enables the Actor to cancel/abort an ongoing operation.

Table 2: Parameters of getMO
Name
Qualifier
Purpose

baseObjectInstance
Input, M
The MO where the search starts. This is a full Distinguished Name according to [18].

scope
Input, M
This parameter defines how many levels of the containment hierarchy to search (i.e. apply the filter defined below). The search starts from the MO given by the baseMO parameter. The levels of search that may be performed are (according to CMIS [7]):

(a) the base object alone (default);

(b) the n-th level subordinates of the base object;

(c) the base object and all of its subordinates down to and including the n-th level;

(d) the base object and all of its subordinates.

filter
Input, M
This parameter defines a filter test to be applied to the scoped Managed Object(s). If the filter is not specified, all of the managed objects included by the scope are selected.

The actual syntax and capabilities of the filter is a Solution Set specific. However, each Solution Set must support a subset of the filter defined by CMIS [7], consisting of one or several assertions that may be grouped using the logical operators AND, OR and NOT. Each assertion is a logical expression of relations between named MO attributes and values. The minimum set of relational operators that need to be supported is ==, !=, >, <, >= and <=.

managedObjectClass
Output, M
For each returned MO: The class of the MO.

managedObjectInstance
Output, M
For each returned MO: The name of the MO. This is a full Distinguished Name according to [18].

attributeList
Output, M
For each returned MO: A list of name/value pairs for the MO attributes.

associationList
Output, O
For each returned MO: A list of associations where the MO participates.

Note however that associations may be implemented differently in different Solution Sets (as described in section 1.3). Some Solution Sets may e.g. use reference attributes in the MOs themselves – and then this associationList parameter is not needed.

status
Output, M
(a) Operation succeeded, or

(b) Operation failed because of specified or unspecified reason.

Operation getMIB (O)

Actor request for retrieval/synchronization of a complete MIB portion, starting from a given base Managed Object. All subordinate Managed Objects are retrieved upon the request.

This operation is an (optional) complement to the previously defined getMO operation. The operation is intended for retrieval of large amounts of data and shall be implemented through file transfer for effective synchronization. A Solution Set shall include the operation if it is expected that the corresponding implementation of the getMO operation is not expected to be fast enough to fulfill the given response time requirements. 

The getMIB operation requests compilation and transfer of an ASCII file (possibly with ASN.1 or XML format) with the following information for each MO subordinate to a base managed object indicated through the baseObjectInstance parameter:
- The class of the MO.
- The name of the MO.
- A list of name/value pairs for the MO attributes.
- An (optional) list of associations where the MO participates.
The file format and the implementation of the file (bulk data) transfer mechanisms are Solution Set dependent. A typical implementation will include a notification from System that the requested file is ready (including the location of the file).

Table 3: Parameters of getMIB
Name
Qualifier
Purpose

baseObject
Instance
Input, M
The MO where the search starts. This is a full Distinguished Name according to [18].

status
Output, M
(a) Operation succeeded, or

(b) Operation failed because of specified or unspecified reason.

4.2.1.3 Operation getTopology (O)

This (optional) operation is similar to the getMIB operation described above, but instead of retrieving a complete set of configuration information it is intended for retrieval of the topology information (containment and association relations) only.

The operation shall be implemented through file transfer and the file shall contain a list of all Managed Object instances in the MIB maintained by System (or a subset starting from a given base object) including containment information (naming tree).

The file format and the implementation of the file (bulk data) transfer mechanisms are Solution Set dependent. A typical implementation will include a notification from System that the requested file is ready (including the location of the file).

Table 4: Parameters of getTopology
Name
Qualifier
Purpose

baseObject
Instance
Input, O
The MO where the search starts. This is a full Distinguished Name according to [18].

status
Output, M
(a) Operation succeeded, or

(b) Operation failed because of specified or unspecified reason.

4.2.1.4 Operation getAssociation (O)
This operation is used to get information of which Managed Objects that have associations (other than containment) with a given Managed Object. 

The need for this operation in a certain Solution Set is dependent on which approach is taken for the implementation of associations. These different approaches (through name bindings, reference attributes or association objects) are described in section 1.3.

Table 5: Parameters of getAssociation
Name
Qualifier
Purpose

TBD



status
Output, M
(a) Operation succeeded, or

(b) Operation failed because of specified or unspecified reason.

4.2.1.5 Operation setMO (M)

This operation is used by Actor to set an attribute value for a Managed Object in the MIB maintained by System.

Note that the Inventory and Topology IRP is mainly intended for monitoring purposes (i.e. for retrieval of management information), but there are a few MO attributes that Actor need to be able to set (if these attributes are supported by System). Some examples are userLabel (a user-friendly string that identifies the MO) and location (the site name and/or geographical position of the MO). 

This operation is a subset of the M-SET service defined by CMIS (X.710 [7]). It does not support setting of multiple attributes for multiple MOs (through scope/filtering), as such capabilities are not deemed necessary in the context of the subject IRP. A Solution Set may however choose to implement a more complete set operation  and then map the setMO operation to this more complete operation. As an example, a CMIP Solution Set should of course implement setMO through the standard M-SET service.
Table 6: Parameters of setMO
Name
Qualifier
Purpose

managedObjectInstance
Input, M
The name of the MO.

attributeName
Input, M
Name of the attribute name in the MO to be changed.

attributeValue
Input, M
The new value assigned to the attribute.

status
Output, M
(a) Operation succeeded, or

(b) Operation failed because of specified or unspecified reason.

Operation getMIM (O)
This operation is used by Actor to retrieve the Management Information Model (MIM), with specifications (meta-data) for the Managed Object Classes that constitutes the MIM.

The operation is optional and its implementation is Solution Set dependent. Some Solution Sets (like e.g. SNMP) will not have this operation and it is then expected that “a priori” knowledge of the model supported by System (“shared management knowledge”) must be established between Actor and System before the service request.

4.2.1.6 Operation selectInventoryIRPVersion (M)

Actor wishes to communicate with System using a particular Solution Set version. System shall respond with operation unsuccessful in case System does not support the requested version. In this case, System shall return with a list of (one or more) version numbers currently supported by System. System shall respond with operation successful in case System supports the requested version. In this case, System shall not return to Actor with a list of version number currently supported by System.

Table 7: Parameters of selectInventoryIRPVersion
Name
Qualifier
Purpose

versionNumber
Input, M
It indicates the Solution Set version number requested to be supported by Actor. 

versionNumberList
Output, M
It indicates one or more Solution Set version numbers supported by the System.  This value should be NULL if status is successful, indicating that System is accepting the version number provided by Actor.

status
Output, M
(a) Operation succeeded in that System is supporting the Solution Set version indicated in the input parameter.  In this case, the output parameter versionNumberList shall be NULL. 

(b) Operation succeeded in that the System is not supporting the Solution Set version indicated in the input parameter.  In this case, the output parameter versionNumberList shall contain one or more Solution Set version numbers currently supported by the System.

4.2.2 Notifications

4.2.2.1 General

Operations related to subscription to notifications is outside the scope of this IRP. Please refer to the Notification IRP [3].

In a Solution Set, multiple notifications specified here may be combined or one notification specified here may be split into several notifications.

Note that the notifications specified below (as part of the Information Service) shall be supported by all Managed Objects.

4.2.2.2 Notification notifyObjectCreation (O)

System notifies the subscribed Actor that a new Managed Object has been created and that the new object satisfies the filter constraint expressed in Actor’s subscribe operation (see [3]). This notification is based on the objectCreation notification type specified in X.721 [8] and X.730 [9] (difference compared to these specifications are indicated in the description below).

Having object creation notifications may give the impression that when a management information tree (a complete MIB or parts of a MIB) is created (e.g. when the System is set up for the first time or due to major re-equipment), the management network will be flooded with object creation notifications of any auto-instantiated objects. However, this is not the intention and M.3100 [5] specifies that System shall suspend the event forwarding for the time of the equipping in order to avoid the flood of notifications, and resume the event forwarding after the changes have been done. The consequence of this approach is however that Actor is never informed about the changes and the approach is thus not recommended.

When a MIB subtree is created, System may either send notifyObjectCreation notifications for each Managed Object in the subtree, or send one notifyTopologyChange notification (to avoid event flooding).

When a MIB subtree is created, there are two alternative System implementations:

· System issues notifyObjectCreation notifications for each Managed Object in the subtree.

· System issues one notifyTopologyChange notification indicating the base object of the subtree.

The second approach is recommended in order to avoid event flooding. Note that the notifyObjectCreation notification is optional (as the notifyTopologyChange notification can be used instead).

Table 8: Parameters for notifyObjectCreation
Name
Qualifier
Purpose

notificationId
Input, M
A unique identifier that distinguishes this notification from other notifications emitted from the System. Defined in [3].

correlatedNotifications
Input, O
A set of notifications that are correlated to the subject notification. Defined in [3].

eventTime
Input, M
The event occurrence time. Defined in [3].

eventType
Input, M
An identification of the event type carried in the notification. Event types are specific to a particular notification category. Defined in [3]. 

systemDN
Input, M
The Distinguished Name (DN) of System that originally detected the network event and generated the notification. Defined in [3].

This parameter is not defined in X.721.

sourceIndication
Input, O
ENUMERATED {
   resourceOperation(0), 
   managementOperation(1), 
   unknown(2) 
}

managedObjectClass
Input, M
The class of the created MO.

managedObjectInstance
Input, M
The Distinguished Name of the created MO.

attributeList
Input, O
The attributes (name/value pairs) of the created MO.

The following parameters from the ObjectCreation notification of X.721 have been omitted in the notification:

· additionalText
· additionalInformation
Notification notifyObjectDeletion (M)

System notifies the subscribed Actor of a deleted Managed Object. The System invokes this notification because the subject notification satisfies the filter constraint expressed in the Actor subscribe operation (see [3]). This notification is based on the objectCreation notification type specified in X.721 [8] and X.730 [9] (difference compared to these specifications are indicated in the description below).

Note that when a Managed Object is deleted, all subordinate Managed Objects (i.e. the complete subtree of the MIB) are also deleted. Furthermore, all associations where the Managed Object participates are deleted.

When a MIB subtree is deleted, there are two alternative System implementations:

· System issues notifyObjectDeletion notifications for each Managed Object in the subtree.

· System deletes the subtree (except the base object of the subtree) and issues one notifyTopologyChange notification, then deletes the base object and issues one notifyObjectDeletion notification.

The second approach is recommended in order to avoid event flooding.

Table 9: Parameters for notifyObjectDeletion
Name
Qualifier
Purpose

notificationId
Input, M
A unique identifier that distinguishes this notification from other notifications emitted from the System. Defined in [3].

correlatedNotifications
Input, O
A set of notifications that are correlated to the subject notification. Defined in [3].

eventTime
Input, M
The event occurrence time. Defined in [3].

eventType
Input, M
An identification of the event type carried in the notification. Event types are specific to a particular notification category. Defined in [3].

systemDN
Input, M
The Distinguished Name (DN) of System that originally detected the network event and generated the notification. Defined in [3].

This parameter is not defined in X.721.

sourceIndication
Input, O
ENUMERATED {
   resourceOperation(0), 
   managementOperation(1), 
   unknown(2) 
}

managedObjectClass
Input, M
The class of the deleted MO.

managedObjectInstance
Input, M
The Distinguished Name of the deleted MO.

attributeList
Input, O
The attributes (name/value pairs) of the deleted MO.

The following parameters from the ObjectCreation notification of X.721 have been omitted in the notification:

· additionalText
· additionalInformation
4.2.2.3 Notification notifyStateChange (M)

System notifies the subscribed Actor of a state change for a Managed Object. The System invokes this notification because the subject notification satisfies the filter constraint expressed in the Actor subscribe operation (see [3]). This notification is based on the stateChange notification type specified in X.721 [8] and X.730 [9] (difference compared to these specifications are indicated in the description below).

X.731 specifies that a state change is a change in the value of one or more of the generic and/or specific state attributes of a Managed Object. The “generic state attributes” (administrativeState, operationalState and usageState) are described in section 5.1.2 and a notification shall thus be issued upon changes of any of these attributes. If there are additional “specific state attributes” defined for a particular Managed Object, then the specification of the corresponding Managed Object class shall define whether a notification shall be issued upon changes or not.
Table 10: Parameters for notifyStateChange

Name
Qualifier
Purpose

notificationId
Input, M
A unique identifier that distinguishes this notification from other notifications emitted from the System. Defined in [3].

correlatedNotifications
Input, O
A set of notifications that are correlated to the subject notification. Defined in [3].

eventTime
Input, M
The event occurrence time. Defined in [3].

eventType
Input, M
An identification of the event type carried in the notification. Event types are specific to a particular notification category. Defined in [3].

systemDN
Input, M
The Distinguished Name (DN) of System that originally detected the network event and generated the notification. Defined in [3].

This parameter is not defined in X.721.

sourceIndication
Input, O
ENUMERATED {
   resourceOperation(0), 
   managementOperation(1), 
   unknown(2) 
}

managedObjectClass
Input, M
The class of the changed MO.

managedObjectInstance
Input, M
The Distinguished Name of the changed MO.

stateChangeDefinition
Input, M
The state attributes (name/value pairs) of the changed MO (with both new and old values).

The following parameters from the stateChange notification of X.721 have been omitted in the notification:

· attributeIdentifierList

· additionalText
· additionalInformation

Notification notifyAttributeValueChange (M)

System notifies the subscribed Actor of a change of one or several attributes of a Managed Object. The System invokes this notification because the subject notification satisfies the filter constraint expressed in the Actor subscribe operation (see [3]). This notification is based on the attributeValueChange notification type specified in X.721 [8] and X.730 [9] (difference compared to these specifications are indicated in the description below).

M.3100 specifies that the notifyAttributeValueChange notification shall be issued at least for changes of the following Managed Object attributes: userLabel, version and locationName (if these are present in the Managed Object). 

A specific Managed Object class can specify that the notification is issued for other attributes than the ones listed above.

Table 11: Parameters for notifyAttributeValueChange

Name
Qualifier
Purpose

notificationId
Input, M
A unique identifier that distinguishes this notification from other notifications emitted from the System. Defined in [3].

correlatedNotifications
Input, O
A set of notifications that are correlated to the subject notification. Defined in [3].

eventTime
Input, M
The event occurrence time. Defined in [3].

eventType
Input, M
An identification of the event type carried in the notification. Event types are specific to a particular notification category. Defined in [3].

systemDN
Input, M
The Distinguished Name (DN) of System that originally detected the network event and generated the notification. Defined in [3].

This parameter is not defined in X.721.

sourceIndication
Input, O
ENUMERATED {
   resourceOperation(0), 
   managementOperation(1), 
   unknown(2) 
}

managedObjectClass
Input, M
The class of the changed MO.

managedObjectInstance
Input, M
The Distinguished Name of the changed MO.

attributeValueChange
Definition
Input, M
The changed attributes (name/value pairs) of the MO (with both new and old values).

The following parameters from the stateChange notification of X.721 have been omitted in the notification:

· attributeIdentifierList

· additionalText
· additionalInformation

Notification notifyRelationshipChange (O)

System notifies the subscribed Actor of a change of one or several associations between Managed Object. The System invokes this notification because the subject notification satisfies the filter constraint expressed in the Actor subscribe operation (see [3]). This notification is optional and is based on the relationshipChange notification type specified in X.721 [8] and X.730 [9].

Note that the relationshipChange notification type specified in X.721/X.730 is used to report the change in the value of reference attributes of one Managed Object. The semantics of our notifyRelationshipChange notification is somewhat modified to be able to support different types of association implementations (as described in section 1.3). 

Table 12: Parameters for notifyRelationshipChange

Name
Qualifier
Purpose

notificationId
Input, M
A unique identifier that distinguishes this notification from other notifications emitted from the System. Defined in [3].

correlatedNotifications
Input, O
A set of notifications that are correlated to the subject notification. Defined in [3].

eventTime
Input, M
The event occurrence time. Defined in [3].

eventType
Input, M
An identification of the event type carried in the notification. Event types are specific to a particular notification category. Defined in [3].

systemDN
Input, M
The Distinguished Name (DN) of System that originally detected the network event and generated the notification. Defined in [3].

This parameter is not defined in X.721.

sourceIndication
Input, O
ENUMERATED {
   resourceOperation(0), 
   managementOperation(1), 
   unknown(2) 
}

relationshipChange
Definition
Input, M
A list of changed associations. The encoding is Solution Set dependent and can for instance contain a list of changed reference attributes (according to X.721/X.730) or a list of association instances.

Notification notifyTopologyChange (M)

System notifies the subscribed Actor of an unspecified change of a complete MIB sub-tree. The System invokes this notification because the subject notification satisfies the filter constraint expressed in the Actor subscribe operation (see [3]).

This notification is not based on in X.721 [8] and X.730 [9]. It is intended to indicate large changes of (portions of) a MIB where it is unnecessary (and ) to send individual notifications for each created, deleted and/or changed Managed Object. The Actor is requested to perform a synchronization of the MIB through a getMIB or getMO operation. The reason for this notification may for instance be that a “planned configuration” has been moved to the “valid configuration”, that a network element has been reset (and rebuilt its MIB), or that the “DN prefix” of the MIB has changed.

Table 13: Parameters for notifyTopologyChange
Name
Qualifier
Purpose

notificationId
Input, M
A unique identifier that distinguishes this notification from other notifications emitted from the System. Defined in [3].

correlatedNotifications
Input, O
A set of notifications that are correlated to the subject notification. Defined in [3].

eventTime
Input, M
The event occurrence time. Defined in [3].

eventType
Input, M
An identification of the event type carried in the notification. Event types are specific to a particular notification category. Defined in [3].

systemDN
Input, M
The Distinguished Name (DN) of System that originally detected the network event and generated the notification. Defined in [3].

baseObjectInstance
Input, M
The top object of the rebuilt MIB sub-tree. This is a full Distinguished Name according to [18].

Network Resource Model (NRM)

This section defines the managed object classes supporting the Inventory and Topology IRP. These object classes are protocol environment neutral and the model does not define the syntax or encoding of the operations and parameters.

4.2.3 Managed Object Class Diagrams

4.2.3.1 Inheritance Hierarchy

The figure below shows the MO classes defined in this IRP, including the inheritance hierarchy.

Figure 5: NRM Inheritance Hierarchy

Diagram to be provided later

Containment/Naming Hierarchy

The figures below shows the containment/naming hierarchy of the MO classes defined by this IRP. The containment relations are determined from the name bindings specified in M.3100 [4]
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Figure 6: NRM Containment/Naming Hierarchy

Diagram to be provided later

Each Managed Object is identified with a distinguished name (DN) according to [18] that expresses its containment hierarchy. As an example, a DN of a Managed Object representing a rack could have a format like:

  NetworkId=X,ManagedElementId=RNC-Y,EquipmentId=Rack-Z 

Association Diagram

The figures below shows the associations (except containment) between MO classes defined by this IRP. The associations are determined from the reference attributes of the MO classes specified in M.3100 [4]
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Figure 7: NRM Associations

Diagram to be provided later

Managed Object Class definitions

4.2.3.2 MOC IRPNetwork
This managed object class represents collections of interconnected telecommunications and management objects (logical or physical) capable of exchanging information. These objects have one or more common characteristics, for example they may be owned by a single customer or provider, or associated with a specific service network. A network may be nested within another (larger) network, thereby forming a containment relationship. An example of a network that is contained in another network is a transmission sub-network. It is owned by a single Administration and can only perform transmission functions.

This class is based on the Network class specified in M.3100 [4]
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[6]. The attributes are derived from this class unless specifically stated.

Table 14: Attributes of IRPNetwork
Name
Qualifier
Description

networkId
READ-ONLY, M
An attribute whose ‘name+value’ can be used as an RDN when naming an instance of the IRPNetwork object class. This RDN uniquely identifies the object instance within the scope of its containing (parent) object instance.

userLabel
READ-WRITE, M
A user friendly (and user assigned) name of the associated object.

networkType
READ-ONLY, O
A textual information regarding the type of network.

4.2.3.3 MOC IRPManagedFunction
This Managed Object class corresponds to the class gsmManagedFunction defined in GSM 12.20 [12] and is provided for sub-classing only. It provides the attributes that are common to functional MO classes (e.g. BTS, RadioFunction, Cell etc.). Note that a managed element may contain several managed functions. The IRPManagedFunction may be extended in the future if more common characteristics to functional objects are identified.
Table 15: Attributes of IRPManagedFunction
Name
Qualifier
Description

userLabel
READ-WRITE, M
A user friendly name of the associated object.

locationName
READ-WRITE, O
The location of the associated object (e.g. the name of a site).

administrativeState
READ-WRITE, M
ENUMERATED {
        locked (0),
        unlocked (1), 
        shuttingDown (2) 
    }  

See section 5.1 for a description of the state transitions.

operationalState
READ-ONLY, M
ENUMERATED {
        disabled (0) , 
        enabled (1) 
    }

See section 5.1 for a description of the state transitions.

availabilityStatus
READ-ONLY, O
ENUMERATED {
        inTest(0), 
        failed(1), 
        powerOff(2), 
        offLine(3), 
        offDuty(4), 
        dependency(5), 
        degraded(6), 
        notInstalled(7), 
        logFull(8)
    } 

See section 5.1 for a description of the state transitions.

NB: Only defined for the “CircuitPack” class in M.3100.

unknownStatus
READ-ONLY, O
When a Managed Object is unable to reflect the state of its associated resource and the unknownStatus attribute is supported, the (boolean) attribute value is set to ‘true’.

See section 5.1 for a description of the state transitions.

NB: Not in M.3100 (defined in X.731)

4.2.3.4 MOC IRPManagedElement
This managed object class represents telecommunications equipment or TMN entities within the telecommunications network that performs managed element functions, i.e. provides support and/or service to the subscriber. A managed element communicates with a manager (directly or indirectly) over one or more standard interfaces for the purpose of being monitored and/or controlled. A managed element contains equipment that may or may not be geographically distributed. A Managed Element is often referred to as a “node” or a “network element”.

This class is based on the ManagedElement and ManagedElementR1 classes specified in M.3100 [4]
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[6]. The attributes are derived from these classes without changes of the semantics unless specifically stated.

Table 16: Attributes of IRPManagedElement
Name
Qualifier
Description

managedElementId
READ-ONLY, M
An attribute whose ‘name+value’ can be used as an RDN when naming an instance of the IRPManagedElement object class. This RDN uniquely identifies the object instance within the scope of its containing (parent) object instance.

administrativeState
READ-WRITE, M
ENUMERATED {
        locked (0),
        unlocked (1), 
        shuttingDown (2) 
    }  

See section 5.1 for a description of the state transitions.

operationalState
READ-ONLY, M
ENUMERATED {
        disabled (0) , 
        enabled (1) 
    }

See section 5.1 for a description of the state transitions.

availabilityStatus
READ-ONLY, O
ENUMERATED {
        inTest(0), 
        failed(1), 
        powerOff(2), 
        offLine(3), 
        offDuty(4), 
        dependency(5), 
        degraded(6), 
        notInstalled(7), 
        logFull(8)
    } 

See section 5.1 for a description of the state transitions.

NB: Only defined for the “CircuitPack” class in M.3100.

unknownStatus
READ-ONLY, O
When a Managed Object is unable to reflect the state of its associated resource and the unknownStatus attribute is supported, the (boolean) attribute value is set to ‘true’.

See section 5.1 for a description of the state transitions.

NB: Not in M.3100 (defined in X.731)

externalTime
READ-ONLY, O
This attribute provides time-of-day system time. It functions as a reference for all time stamp activities in the managed element.

locationName
READ-WRITE, O
The location of the associated object (e.g. the name of a site).

version
READ-ONLY, O
The version of the associated Managed Object.

vendorName
READ-ONLY, O
The vendor of the associated Managed Object.

userLabel
READ-WRITE, M
A user friendly name of the associated object.

typeText
READ-ONLY, M
The vendor-assigned name of the managed element, with a distinct value for each model/version. This is the name by which the element is generally known.

NB: Not in M.3100 (derived from SNMP object entLogicalDescr in RFC 2737)

networkAddress
READ-ONLY, O
The transport service address and kind of transport service by which the logical entity receives network management traffic.

NB: Not in M.3100 (derived from SNMP objects entLogicalTAddress and entLogicalTDomain in RFC 2737)

longitude
READ-WRITE, O
The longitude position of the object.

NB: Not in M.3100

latitude
READ-WRITE, O
The latitude position of the object.

NB: Not in M.3100

altitude
READ-WRITE, O
The altitude of the object.

NB: Not in M.3100

The following attributes and actions from the ManagedElement and ManagedElementR1 classes of M.3100 have been omitted in the class IRPManagedElement:

· systemTitle (the managedElementId attribute containing a DN is used for naming)

· alarmStatus (overlaps with information provided through the Alarm IRP and puts unnecessary burden on both System and the network – in terms of multiple views to the same information and multiple notifications in case of alarm status changes)

· currentProblemList (same reason as alarmStatus as described above).

· alarmSeverityAssignmentProfilePointer (outside the scope of this IRP)

· allowAudibleVisualLocalAlarm (outside the scope of this IRP)

· inhibitAudibleVisualLocalAlarm (outside the scope of this IRP)

· resetAudibleAlarm (outside the scope of this IRP)

4.2.3.5 MOC IRPManagementNode
This managed object class represents a telecommunications management system (EM or NM) within the TMN, that manages a number of Managed Elements. The management system communicates with the MEs directly or indirectly over one or more standard interfaces for the purpose of monitoring and/or controlling these MEs. 

This class is based on the IRPManagedElement class. The attributes are derived from this class without changes of the semantics unless specifically stated (e.g. it has its own Identifier attribute). Thus it has similar characteristics as the IRPManagedElement. The main difference between these two classes is that the IRPManagementNode has a special association to the managed elements. 
Table 17: Attributes of IRPManagementNode
Name
Qualifier
Description

managementNodeId
READ-ONLY, M
An attribute whose ‘name+value’ can be used as an RDN when naming an instance of the IRPManagedElement object class. This RDN uniquely identifies the object instance within the scope of its containing (parent) object instance.

administrativeState
READ-WRITE, M
ENUMERATED {
        locked (0),
        unlocked (1), 
        shuttingDown (2) 
    }  

See section 5.1 for a description of the state transitions.

operationalState
READ-ONLY, M
ENUMERATED {
        disabled (0) , 
        enabled (1) 
    }

See section 5.1 for a description of the state transitions.

availabilityStatus
READ-ONLY, O
ENUMERATED {
        inTest(0), 
        failed(1), 
        powerOff(2), 
        offLine(3), 
        offDuty(4), 
        dependency(5), 
        degraded(6), 
        notInstalled(7), 
        logFull(8)
    } 

See section 5.1 for a description of the state transitions.

NB: Only defined for the “CircuitPack” class in M.3100.

unknownStatus
READ-ONLY, O
When a Managed Object is unable to reflect the state of its associated resource and the unknownStatus attribute is supported, the (boolean) attribute value is set to ‘true’.

See section 5.1 for a description of the state transitions.

NB: Not in M.3100 (defined in X.731)

externalTime
READ-ONLY, O
This attribute provides time-of-day system time. It functions as a reference for all time stamp activities in the node.

locationName
READ-WRITE, O
The location of the associated object (e.g. the name of a site).

version
READ-ONLY, O
The version of the associated Managed Object.

vendorName
READ-ONLY, O
The vendor of the associated Managed Object.

userLabel
READ-WRITE, M
A user friendly name of the associated object.

typeText
READ-ONLY, M
The vendor-assigned name of the node, with a distinct value for each model/version. This is the name by which the node is generally known.

NB: Not in M.3100 (derived from SNMP object entLogicalDescr in RFC 2737)

networkAddress
READ-ONLY, O
The transport service address and kind of transport service by which the logical entity receives network management traffic.

NB: Not in M.3100 (derived from SNMP objects entLogicalTAddress and entLogicalTDomain in RFC 2737)

longitude
READ-WRITE, O
The longitude position of the object.

NB: Not in M.3100

latitude
READ-WRITE, O
The latitude position of the object.

NB: Not in M.3100

altitude
READ-WRITE, O
The altitude of the object.

NB: Not in M.3100

4.2.3.6 MOC IRPEquipment
This managed object class represents physical components of a managed element, including replaceable components. It may be nested within another equipment, thereby creating a containment relationship. The equipment type shall be identified by sub-classing this object class. That is, this class shall only be used as a virtual base-class, and always sub-classed – never instantiated. An instance of a sub-class of this object class is present in a single geographic location.

The IRPEquipment class is based on the Equipment, EquipmentR1 and EquipmentR2 classes specified in M.3100 [4]

 REF _Ref468560245 \r \h 
[5]

 REF _Ref468560246 \r \h 
[6]. The attributes are derived from these classes without changes of the semantics unless specifically stated. Some attributes are added from the SNMP table entPhysicalTable defined by RFC 2737 [15].

Table 18: Attributes of IRPEquipment
Name
Qualifier
Description

equipmentId
READ-ONLY, M
An attribute whose ‘name+value’ can be used as an RDN when naming an instance of the IRPEquipment object class. This RDN uniquely identifies the object instance within the scope of its containing (parent) object instance.

locationName
READ-WRITE, O
See MOC IRPManagedElement.

administrativeState
READ-WRITE, O
See MOC IRPManagedElement.

operationalState
READ-ONLY, M
See MOC IRPManagedElement.

availabilityStatus
READ-ONLY, M
See MOC IRPManagedElement.

unknownStatus
READ-ONLY, O
See MOC IRPManagedElement.

NB: Not in M.3100 (defined in X.731)

standByStatus
READ-ONLY, O
ENUMERATED {
        hotStandby(0), 
        coldStandby(1),
        providingService(2)
    } 

See section 5.1 for a description of the state transitions.

version
READ-ONLY, O
The vendor-assigned hardware version string (preferably the identifier printed on the element).

Example: “R3A”

This attribute corresponds with the SNMP object entPhysicalHardwareRev defined in RFC 2737.

vendorName
READ-ONLY, M
The name of the vendor of the element.

Corresponds to the SNMP objects entPhysicalMfgName defined in RFC 2737.

replaceable
READ-ONLY, M
A boolean value, where a value ‘true’ indicates that the piece of equipment is considered a “field replaceable unit” (FRU) by the vendor.

This attribute corresponds to the SNMP object entPhysicalIsFRU defined in RFC 2737.

userLabel
READ-WRITE, M
A user-friendly (and user-assigned) name of the associated element.

This attribute corresponds to the SNMP object entPhysicalAlias defined in RFC 2737.

serialNumber
READ-ONLY, M
The vendor-assigned serial number of the physical element.

This attribute corresponds to the SNMP object entPhysicalSerialNum defined in RFC 2737.

partNumber
READ-ONLY, M
The vendor-assigned part number of the element (preferably the identifier printed on the element).

Example: “KRC 101 1141/2”

NB: Not in M.3100 (derived from the SNMP object  entPhysicalModelName defined in RFC 2737.

typeText
READ-ONLY, M
The vendor-assigned name of the physical element, with a distinct value for each model. This is the name by which the element is generally known.

Example: “TRX-5 Transceiver Unit”

This attribute corresponds to the SNMP object  entPhysicalDescr defined in RFC 2737.

assetID
READ-WRITE, O
A user-assigned asset tracking identifier.

NB: Not in M.3100 (derived from the SNMP object entPhysicalAssetID defined in RFC 2737.

The following attributes and actions from the Equipment, EquipmentR1 and EquipmentR2 classes of M.3100 have been omitted in the class IRPEquipment:

· alarmStatus (overlaps with information provided through the Alarm IRP and puts unnecessary burden on both System and the network – in terms of multiple views to the same information and multiple notifications in case of alarm status changes)

· currentProblemList (same reason as alarmStatus as described above).

· alarmSeverityAssignmentProfilePointer (outside the scope of this IRP)

· affectedObjectList (modeled through the association SupportedBy)

· supportedByObjectList (modeled through the association SupportedBy)

4.2.3.7 MOC IRPEquipmentHolder
This managed object class represents physical resources of a network element that are capable of holding other physical resources. It inherits from the IRPEquipment MOC. Examples of resources represented by instances of this object class are rack, shelf and slot. 

The IRPEquipmentHolder class is based on the EquipmentHolder class specified in M.3100 [4]
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[6]. The attributes are derived from this class without changes of the semantics unless specifically stated. Some attributes are added from the SNMP table entPhysicalTable defined by RFC 2737 [15].

Table 19: Attributes of IRPEquipmentHolder
Name
Qualifier
Description

equipmentId
READ-ONLY, M
Inherited from IRPEquipment.

locationName
READ-WRITE, O
Inherited from IRPEquipment.

administrativeState
READ-WRITE, O
Inherited from IRPEquipment.

operationalState
READ-ONLY, M
Inherited from IRPEquipment.

availabilityStatus
READ-ONLY, M
Inherited from IRPEquipment.

unknownStatus
READ-ONLY, O
Inherited from IRPEquipment.

version
READ-ONLY, O
Inherited from IRPEquipment.

vendorName
READ-ONLY, M
Inherited from IRPEquipment.

replaceable
READ-ONLY, M
Inherited from IRPEquipment.

userLabel
READ-WRITE, M
Inherited from IRPEquipment.

serialNumber
READ-ONLY, M
Inherited from IRPEquipment.

partNumber
READ-ONLY, M
Inherited from IRPEquipment.

typeText
READ-ONLY, M
Inherited from IRPEquipment.

assetID
READ-WRITE, O
Inherited from IRPEquipment.

equipmentHolderType
READ-ONLY, M
This attribute indicates the type of equipment holder. Example values for the character string may be bay, shelf, drawer, slot and rack.

Corresponds to the SNMP object entPhysicalClass defined in RFC 2737 (but terminology differs).

equipmentHolder
Address
READ-ONLY, M
This attribute indicates the physical location of the resource represented by the equipmentHolder instance. Depending on the containment hierarchy of the equipmentHolder in the managed system, the value of this attribute may vary. For example, if a system has three levels of equipment holders representing Bay, Shelf and Slot respectively (i.e. the managed Element contains multiple Bay equipment holders, each Bay equipment holder contains multiple Shelf equipment holders and each Shelf equipment holder contains multiple Slot equipment holders), then:

- for the equipmentHolder representing a Bay, the Frame Identification code may be used as the value of this attribute;
- for the equipmentHolder representing a Shelf, the Bay Shelf code may be used as the value of this attribute;
- for the equipmentHolder representing a Slot, the position code may be used as the value of this attribute.

If the system uses only one level of equipment holder, that represents the Shelves (i.e., the Managed Element contains multiple Shelf equipment holders, and each Shelf equipment holder contains a circuit pack), then the value of this attribute is a sequence of the Frame Identification code and the Bay Shelf Code.

The “equipmentHolderAddress” attribute roughly corresponds to the SNMP object “entPhysicalRelPosition” defined in RFC 2737 (but semantics differs).

acceptableCircuit
PackTypeList
READ-WRITE, O
This attribute specifies the types of circuit packs that are acceptable by the equipment holder (corresponding to the attribute typeText). Values may be added, replaced or removed to this set-valued attribute. If the equipmentHolder is currently containing a circuitPack, then the value of corresponding type (of the circuitPack) shall not be replaced or removed from this attribute. The type of the circuitPack contained shall be one of the types specified for this attribute.

holderStatus
READ-ONLY, O
This attribute indicates the status of the physical holder. It specifies if the holder is empty or has a circuitPack of specific type (that may or not be acceptable to the holder) or has an indeterminate type.

The status of the holder may be one of the following.

-empty to indicate that there is no replaceable unit in the holder.

-the holder contains a unit that is one of the types in the acceptableCircuitPackType list.

-the holder contains a unit recognizable by the network element; but not one of the types in the acceptableCircuitPackTypeList.

-unrecognized replaceable unit.

If the holder contains a unit that is acceptable and its type matches the value of the circuitPackType attribute (of the circuitPack object), then the availableStatus of the circuitPack will be an empty set. In all other cases the availabilityStatus will include a notInstalled value.

The following (conditional) attributes and actions from the EquipmentHolder class of M.3100 have been omitted in the class IRPEquipmentHolder:

· alarmStatus (overlaps with information provided through the Alarm IRP and puts unnecessary burden on both System and the network – in terms of multiple views to the same information and multiple notifications in case of alarm status changes)

· currentProblemList (same reason as alarmStatus as described above).

· alarmSeverityAssignmentProfilePointer (outside the scope of this IRP)

· subordinateCircuitPackSoftwareLoad (outside the scope of this IRP)

4.2.3.8 MOC IRPCircuitPack
The IRPCircuitPack object class is a class of Managed Objects that represents a plug-in replaceable unit that can be inserted into or removed from the equipment holder of the Network Element. It inherits from the IRPEquipment MOC. Examples of plug-in units include line cards, processors and power supply units. 

The attribute availability status is used to indicate whether the correct physical circuit pack is inserted or not. This is a set valued attribute and includes the value notInstalled or empty. If the type of the inserted physical circuit pack matches the value of the circuitPackType attribute (relating to the circuitPack instance) then the value of the availabilityStatus is an empty set. Otherwise, the value of the availabilityStatus attribute is notInstalled even if it is one of the acceptable circuit pack type.

The IRPCircuitPack class is based on the CircuitPack and CircuitPackR1 classes specified in M.3100 [4]

 REF _Ref468560245 \r \h 
[5]

 REF _Ref468560246 \r \h 
[6]. The attributes are derived from this class without changes of the semantics unless specifically stated.

Table 20: Attributes of IRPCircuitPack

Name
Qualifier
Description

equipmentId
READ-ONLY, M
Inherited from IRPEquipment.

locationName
READ-WRITE, O
Inherited from IRPEquipment.

administrativeState
READ-WRITE, O
Inherited from IRPEquipment.

operationalState
READ-ONLY, M
Inherited from IRPEquipment.

availabilityStatus
READ-ONLY, M
Inherited from IRPEquipment.

unknownStatus
READ-ONLY, O
Inherited from IRPEquipment.

version
READ-ONLY, O
Inherited from IRPEquipment.

vendorName
READ-ONLY, M
Inherited from IRPEquipment.

replaceable
READ-ONLY, M
Inherited from IRPEquipment.

userLabel
READ-WRITE, M
Inherited from IRPEquipment.

serialNumber
READ-ONLY, M
Inherited from IRPEquipment.

partNumber
READ-ONLY, M
Inherited from IRPEquipment.

typeText
READ-ONLY, M
Inherited from IRPEquipment.

assetID
READ-WRITE, O
Inherited from IRPEquipment.

numberOfPorts
READ-ONLY, O
The total number of ports supported by the circuit pack.

acceptableCircuit
PackTypeList
READ-WRITE, O
See IRPEquipmentHolder.

Note that instances of the IRPCircuitPack class may contain other instances of the same class.

The following (conditional) attributes and actions from the CircuitPack class of M.3100 have been omitted in the class IRPCircuitPack:

· portAssociations (should probably be included as an association)

· alarmStatus (overlaps with information provided through the Alarm IRP and puts unnecessary burden on both System and the network – in terms of multiple views to the same information and multiple notifications in case of alarm status changes)

· currentProblemList (same reason as alarmStatus as described above).

· alarmSeverityAssignmentProfilePointer (outside the scope of this IRP)

· availableSignalRateList (outside the scope of this IRP)

· portSignalRateAndMappingList (outside the scope of this IRP)

· circuitPackReset (outside the scope of this IRP)

4.2.3.9 MOC IRPTerminationPoint
This managed object class represents the termination of a transport entity, such as a trail or a connection. This can be either a physical port or a logical port (representing a communication protocol associated with a physical port).

This class corresponds to the class TerminationPoint in M.3100 [4]

 REF _Ref468560245 \r \h 
[5]

 REF _Ref468560246 \r \h 
[6]. 

In an SNMP environment physical ports can be modeled in the Entity MIB [15], with relations to the ifTable [16] in MIB-II (where both physical and logical interfaces are modeled - complemented with a number of media-specific MIB modules). The details of the ifTable are however outside the scope of this IRP.

Table 21: Attributes of IRPTerminationPoint
Name
Qualifier
Description

portId
READ-ONLY, M
An attribute whose ‘name+value’ can be used as an RDN when naming an instance of the IRPTerminationPoint object class. This RDN uniquely identifies the object instance within the scope of its containing (parent) object instance.

NB: Not in M.3100 (the class TerminationPoint is not instantiable).

operationalState
READ-ONLY, M
See MOC IRPManagedElement.

unknwonStatus
READ-ONLY, O
See MOC IRPManagedElement.

The following (conditional) attributes and actions from the TerminationPoint class of M.3100 have been omitted in the class IRPTerminationPoint:

· alarmStatus (overlaps with information provided through the Alarm IRP and puts unnecessary burden on both System and the network – in terms of multiple views to the same information and multiple notifications in case of alarm status changes)

· currentProblemList (same reason as alarmStatus as described above).

· supportedByObjectList (modeled through the association SupportedBy)

· networkLevelPointer (outside the scope of this IRP?)

· characteristicInformation (outside the scope of this IRP)

· crossConnectionPointer (outside the scope of this IRP)

MOC IRPSoftware
This managed object class represents logical information stored in equipment, including programs and data tables. Software may be nested within other software, thereby creating a containment relationship.

This object class can be used a base class when defining models for application management (which is outside the scope of this IRP).

The IRPSoftware class is based on the Software and SoftwareR1 classes specified in M.3100 [4]

 REF _Ref468560245 \r \h 
[5]

 REF _Ref468560246 \r \h 
[6]. The attributes are derived from these classes without changes of the semantics unless specifically stated. In an SNMP environment, software can be modeled through the “Host Resources MIB” (RFC 1514) [17] that defines tables to identify installed and running software on a host (and defines more attributes than the ones defined in M.3100).

State attributes for this MOC are for further study.

Table 22: Attributes of IRPSoftware
Name
Qualifier
Description

softwareId
READ-ONLY, M
An attribute whose ‘name+value’ can be used as an RDN when naming an instance of the IRPSoftware object class. This RDN uniquely identifies the object instance within the scope of its containing (parent) object instance.

userLabel
READ-WRITE, M
See MOC IRPManagedElement.

version
READ-ONLY, O
See MOC IRPManagedElement.

Corresponds to (parts of) the SNMP objects hrSWInstalledName and hrSWRunName defined in RFC 1514 [17].

vendorName
READ-ONLY, O
See MOC IRPManagedElement.

Corresponds to (parts of) the SNMP objects hrSWInstalledName and hrSWRunName defined in RFC 1514 [17].

partNumber
READ-ONLY, M
The vendor-assigned part number (product number) of the unit.

Example: “CXC 101 1141/2”

NB: Not in M.3100 (derived from the SNMP object  entPhysicalModelName defined in RFC 2737.

typeText
READ-ONLY, M
The vendor-assigned name of the SW unit, with a distinct value for each model/version. This is the name by which the unit is generally known.

NB: Not in M.3100 (derived from SNMP object entLogicalDescr in RFC 2737)

softwareType
READ-ONLY, O
ENUMERATED {
        unknown (1) , 
        operatingSystem (2),
        deviceDriver (3),
        application (4),

       firmware (5)
    }

NB: Not in M.3100. Derived from the SNMP objects hrSWInstalledType and hrSWRunType defined in RFC 1514 [17].

installedDate
READ-ONLY, O
The last-modification date of this application.

NB: Not in M.3100. Derived from the SNMP object hrSWInstalledDate defined in RFC 1514 [17].

The following attributes and actions from the Software and SoftwareR1 classes of M.3100 have been omitted in the class IRPSoftware:

· alarmStatus (overlaps with information provided through the Alarm IRP and puts unnecessary burden on both System and the network – in terms of multiple views to the same information and multiple notifications in case of alarm status changes)

· currentProblemList (same reason as alarmStatus as described above).

· alarmSeverityAssignmentProfilePointer (outside the scope of this IRP)

· affectedObjectList  (modeled through the association SupportedBy)

Associations

4.2.3.10 Association ConnectedTo

This association is used to represent relationships between two IRPTerminationPoint object instances, i.e. to show a logical connection between two termination points, within the same or two different managed elements

4.2.3.11 Association SupportedBy
This association is used to represent relationships between IRPManagedFunction and its subclasses, IRPTerminationPoint and IRPEquipment object instances, e.g. to show which equipment instances that support which functions and/or termination points or to show a dependency between a piece of equipment and a power source. The association indicates which Managed Objects that are affected by a change in state of another given Managed Object. It corresponds to the supportedByObjectList and affectedObjectList reference attributes defined in M.3100.
4.2.3.12 Association BackUp
This association denotes that the second of a pair of Managed Objects (the back-up object) is currently active and performing a back-up function in place of the first (the backed-up object).

A BackUp association is created as a result of a pre-existing Fallback association (see below) between two Managed Objects. The association comes into existence when the backed-up resource is not fulfilling its function, and the back-up resource is activated to provide the same service. The association ceases to exist when the backed-up resource resumes fulfilling its function, and the back-up resource ceases to provide that service. Creation and deletion of the backUp relationship has no effect on the existence of the fallback relationship between the two managed objects.

The association corresponds to the backedUpObject and backUpObject reference attributes defined in X.721 [8] and X.732 [11]
4.2.3.13 Association Fallback

This association denotes that the second of a pair of managed objects (the secondary object) has been designated as a fallback or “next preferred choice” to the first managed object (the primary object). The existence of a Fallback association implies that the secondary resource is capable of providing Back-up service to the primary resource if the latter is unable to fulfil its function. It does not necessarily imply that the secondary resource is currently active and performing its Back-up function.

The association corresponds to the primary and secondary reference attributes defined in X.721 [8] and X.732 [11].

4.2.3.14 Association ManagedBy

This association is used to represent relationships between a management system and the managed elements that it manages.

Mapping to Standard Models

Mapping of Managed Object classes and attributes will be included between relevant standards (M.3100, SNMP and CIM). The corresponding information can be removed from the MO class descriptions.

5 Dynamic Model

This section describes dynamic aspects of the interactions (i.e., operation and notification sequences) between System and Actor.

5.1 State Transitions

5.1.1 Introduction

The management state of a Managed Object represents the instantaneous condition of availability and operability of the associated resource from the point of view of management. The state of a Managed Object does not affect its ability to respond to management operations.

Different classes of Managed Object may have a variety of state attributes that express and control aspects of the operation of their associated resource that are peculiar to each class. However, the management state is expected to be common to a large number of resources and for this reason a number of generic state attributes are standardized in X.731 [10]. Their purpose is to control the general availability of a resource and to make visible information about that general availability. The state attributes are described in section 5.1.2.

In addition to the state attributes, a number a status attributes are also specified in X.731. These may contain more detailed information about other aspects of the state of the corresponding resource that may affect its operability and usage. The status attributes are described in section 5.1.3.

5.1.2 Generic State Attributes

Three primary factors affect the management state of a Managed Object with regard to its corresponding resources’ availability. These factors are expressed in the following generic state attributes:

· Operational State: whether or not the resource is physically installed and working.

· Usage State: whether or not the resource is actively in use at a specific instant, and if so, whether or not it has spare capacity for additional users at that instant. A resource is said to be “in use” when it has received one or more requests for service that it has not yet completed or otherwise discharged, or when some part of its capacity has been allocated, and not yet reclaimed, as a result of a previous service request;

· Administrative State: permission to use or prohibition against using the resource, imposed through the management services.
5.1.2.1 Operational StateXE "Operational state"
The operability of a resource is described by the operational state attribute, which has two possible values: 

· disabled: The resource is totally inoperable and unable to provide service to the user(s).

· enabled: The resource is partially or fully operable and available for use.

Some classes of Managed Object exhibit only a constant enabled value for the operational state. When a resource has no visible dependencies on other resources, and no components that can develop visible defects, the Managed Object may not exhibit the disabled operational state. Likewise, Managed Objects that cease to exist when the resource becomes inoperable do not exhibit the disabled operational state during their existence. When a resources ceases to exist, but there is still a Managed Object maintaining state attributes about that resource, then the operational state will be disabled.

It is the natural operation of the resource that causes operational state transitions to occur, and therefore, management cannot request a Managed Object to change from one operational state to another. Management can only gather information about the operational state of a Managed Object; i.e. the operational state is read-only in nature.

Specific events associated with the resource cause specific transitions from one operational state value to the other. These events and transitions are summarized in the figure and text below.

Figure 8: Administrative State Diagram
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· Enable: This event consists of action being taken to render the resource partially or fully operable. This event can occur only if the Managed Object’s operational state is disabled. The enable event causes a transition to the enabled operational state.

· Disable: This event consists of some occurrence that renders the resource totally inoperable. The disable event causes a transition to the disabled operational state.

5.1.2.2 Usage StateXE "Usage state"
Note to SA5: We have a question mark around this state attribute, as for the need to support it. However we provide it here for the complete picture and encourage SA5 to consider and discuss its definition here.
The usage of a resource is described by the usage state attribute, which has three possible values:

· idle: The resource is not currently in use.

· active: The resource is in use, and has sufficient spare operating capacity to provide for additional users simultaneously.

· busy: The resource is in use, but it has no spare operating capacity to provide for additional users at this instant.

Some classes of Managed Object exhibit only a subset of the possible usage state values. Managed Objects whose associated resource supports only one user do not exhibit the active usage state, being either idle or busy. Managed Objects whose resource has no practical limit on the number of users do not exhibit the busy usage state. 

It is the natural operation of the resource that causes usage state transitions to occur, and therefore management cannot request a Managed Object to change from one usage state to another. The usage state is read-only in nature.

Specific events associated with the resource cause transitions from one usage state value to another. These events and transitions are summarized in the figure and text below.

Figure 9: Usage State Diagram
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· New user: This event consists of some agency commencing to use the resource. It can occur only if the Managed Object’s operational state is enabled and its usage state is either idle or active. The event causes a transition to the active state (if the resource still has sufficient operating capacity to provide for additional users) or the busy state (if the resource has no operating capacity to spare for additional users).

· User quit: This event consists of an existing user of the resource terminating its use. It can occur only if the Managed Object’s usage state is either active or busy. It can result from a change of operational state from enabled to disabled. The event causes a transition to the active state (if the resource still has existing users) or the idle state (if the resource has no longer any users).

· Capacity increase (C): This event consists of an increase in the maximum operating capacity of the resource. It is significant only if the Managed Object’s usage state is busy. The event causes a transition to the active state.
· Capacity decrease (CD): This event consists of a decrease in the maximum operating capacity of the resource. It is significant only if the Managed Object’s usage state is active. The event causes a transition to the active state (if the resource still has spare operating capacity) or the busy state (if the resource has no spare operating capacity).

5.1.2.3 Administrative StateXE "Administrative state"
The administration of Managed Objects operates independently of the operability and usage of Managed Objects and is described by the administrative state attribute, which has three values: 

· locked: The resource is administratively prohibited from performing services for its users.

· shutting down: Use of the resource is administratively permitted to existing instances of use only.

· unlocked: The resource is administratively permitted to perform services for its users.

Some classes of Managed Object exhibit only a subset of the possible administrative state values. Some resources cannot be locked, and hence their corresponding Managed Objects exhibit only the unlocked state. Other resources can not be shut down gracefully, and hence their corresponding Managed Objects do not exhibit the shutting down state. The actual subset of administrative state values supported varies from one class of Managed Object to another, and is specified in each individual Managed Object definition.

Specific events associated with the Managed Object cause specific transitions from one administrative state value to another. These events and transitions are summarised in the figure and text below.

Figure 10: Administrative State Diagram
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· Unlock: This event consists of an operation being performed at the Managed Object boundary to unlock the Managed Object’s corresponding resource. It causes a transition to the unlocked administrative state.

· Lock: This event consists of an operation being performed at the Managed Object boundary to lock the Managed Object’s corresponding resource. It causes a transition to the locked administrative state.

· Shut down: This event consists of an operation being performed at the Managed Object boundary to shut down the Managed Object’s corresponding resource. It causes a state transition to the shutting down state if, at the time of the event, the resource has existing users, or to the locked state if the resource has no users.

· User quit: This event consists of an existing user of the resource terminating its use. If the administrative state is unlocked, no administrative state transition occurs. If the administrative state is shutting down, the event causes a transition to the locked state if (after the event) the resource has no users. Other wise no state transition is done.

5.1.2.4 Dependencies among Generic States

When all three state attributes are supported by a Managed Object, the following are the possible combinations of values for the three state attributes (see also figure below).

· disabled, idle, locked: The resource is totally inoperable, it is not servicing any users and it is also administratively prohibited from use. To make it available for use, both management permission (an unlock operation) and some corrective action are necessary.

· enabled, idle, locked: The resource is partially or fully operable, it is not servicing any users but is administratively prohibited from use. To make it available for use, only management permission (an unlock operation) is required.

· enabled, active, shutting down: The resource is partially or fully operable and in use, but usage is administratively limited to current instances of use. For an additional user to gain access, management permission (an unlock operation) is required. Otherwise, when all current users have terminated their use of the resource, the Managed Object will automatically transit to the enabled, idle, locked state.

· enabled, busy, shutting down: The resource is partially or fully operable and in use, but usage is administratively limited to current instances of use; in addition, it has no spare capacity to provide for additional users. For an additional user to gain access, beside waiting for an existing user to terminate, management permission (an unlock operation) is also required. Otherwise, when all current users have terminated their use of the resource, the Managed Object will automatically transit to the enabled, idle, locked state.
· disabled, idle, unlocked: The resource is totally inoperable, it is servicing no users but it is not administratively prohibited from use. To make it available for use, some corrective action is required.

· enabled, idle, unlocked: The resource is partially or fully operable, it is not actually in use and is not administratively prohibited from use.
· enabled, active, unlocked: The resource is partially or fully operable, it is currently in use and is not administratively prohibited from use. It has sufficient spare capacity to provide for additional users simultaneously.

· enabled, busy, unlocked: The resource is partially or fully operable, it is currently in use and it is not administratively prohibited from use. Currently it has no spare capacity to provide for additional users. For an additional user to gain access, it is necessary to wait for an existing user to terminate or for some capacity increase to occur.

Figure 11: Combined State Diagram
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Generic Status Attributes

Status attributes may contain more detailed information about other aspects of the state of the corresponding resource that may affect its operability and usage. They also contain more detailed information about the administrative constraints on its operation that are controlled by a manager.

The following status attributes are defined by X.731 [10]:

· alarm status (omitted here as it overlaps with information provided through the Alarm IRP and puts unnecessary burden on both System and the network – in terms of multiple views to the same information and multiple notifications in case of alarm status changes)

· procedural status

· availability status

· control status

· standby status

· unknown status

Note to SA5: In general we have a question mark around these status attributes, as for the need to support them. However we provide them here for the complete picture and encourage SA5 to consider and discuss their definition here.

5.1.2.5 Procedural Status

The procedural status attribute is supported only by those classes of Managed Objects that represent some procedure (e.g., a test process) which progresses through a sequence of phases. Depending upon the Managed Object class definition, the procedure may be required to reach certain phase for the resource to be operational and available for use (i.e. for the Managed Object to be enabled). Not all phases may be applicable to every class of Managed Object. 

· initialization required: The resource requires initialization to be invoked by the manager before it can perform its normal functions, and this procedure has not been initiated. The manager may be able to invoke such initialization through an action. The terminating condition may also be present. The operational state is disabled.

· not initialized: The resource requires initialization before it can perform its normal functions, and this procedure has not been initiated. The resource initializes itself autonomously, but the operational state may be either disabled or enabled, depending upon the Managed Object class definition.
· initializing: The resource requires initialization before it can perform its normal functions, and this procedure has been initiated but is not yet complete. When this condition is present, the initialization required condition is absent, since initialization has already begun. The operational state may be disabled or enabled, depending upon the Managed Object class definition.

· reporting: The resource has completed some processing operation and is notifying the results of the operation, e.g., a test process is sending its results. the operational state is enabled.

· terminating: The resource is in a termination phase. If the resource does not reinitialize itself autonomously, the Initialization Required condition is also present and the operational state is disabled. Otherwise, the operational state may be either disabled or enabled, depending upon the Managed Object class definition.

5.1.2.6 Availability Status

The availability status attribute can have zero or more of the following values, not all of which are applicable to every class of Managed Object. 

· in test: The resource is undergoing a test procedure. If the administrative state is locked or shutting down then normal users are precluded from using the resource and the control status attribute has the value reserved for test. Tests that do not exclude additional users can be present in any operational or administrative state but the reserved for test condition should not be present.

· failed: The resource has an internal fault that prevents it from operating. The operational state is disabled.

· power off: The resource requires power to be applied and is not powered on. For example, a fuse or other protection device is known to have removed power or a low voltage condition has been detected. The operational state is disabled.

· off line: The resource requires a routine operation to be performed to place it online and make it available for use. The operation may be manual or automatic, or both. The operational state is disabled.

· off duty: The resource has been made inactive by an internal control process in accordance with a predetermined time schedule. Under normal conditions the control process can be expected to reactivate the resource at some scheduled time, and it is therefore considered to be optional. The operational state is enabled or disabled. 
· dependency: The resource cannot operate because some other resource on which it depends is (i.e. a resource not represented by the same Managed Object) unavailable. For example, a device is not accessible because its controller is powered off. The operational state is disabled.

· degraded: The service available from the resource is degraded in some respect, such as in speed or operating capacity. Failure of a test or an unacceptable performance measurement has established that some or all services are not functional or are degraded due to the presence of a defect. However, the resource remains available for service, either because some services are satisfactory or because degraded service is preferable to no service at all. Object specific attributes may be defined to represent further information indicating, for example, which services are not functional and the nature of the degradation. The operational state is enabled.

· not installed: The resource represented by the Managed Object is not present, or is incomplete. For example, a plug-in module is missing, a cable is disconnected or a software module is not loaded. The operational state is disabled.

· log full: This indicates a log full condition (defined in X.735).

5.1.2.7 Control Status

The control status attribute can have zero or more of the following values, not all of which are applicable to every class of Managed Object. 

· subject to test: The resource is available to normal users, but tests may be conducted on it simultaneously at unpredictable times, which may cause it to exhibit unusual characteristics to users.

· part of services locked: This value indicates whether a manager has administratively restricted a particular part of a service from the user(s) of a resource. The administrative state is unlocked. Examples are incoming service barred, outgoing service barred, write locked by media key, read locked.

· reserved for test: The resource has been made administratively unavailable to normal users because it is undergoing a test procedure. The administrative state is locked.

· suspended: Service has been administratively suspended to the users of the resource. The resource may retain knowledge of current users and/or requests for usage, depending upon the Managed Object class definition, but does not resume performing services until the suspended condition is revoked. The administrative state in unlocked.

5.1.2.8 Standby Status

The standby status attribute shall have one of the following values. The value is only meaningful when the back-up relationship role exists.

· hot standby: The resource is not providing service, but is operating in synchronism with another resource that is to be backed-up (e.g., a computer shadowing another computer). A resource with a hot standby status will be immediately able to take over the role of the resource to be backed-up, without the need for initialization activity, and will contain the same information as the resource to be backed up. The hot standby condition is mutually exclusive with the cold standby and providing service conditions.

· cold standby: The resource is to back-up another resource, but is not synchronized with that resource. A resource with a cold standby status will not be immediately able to take over the role of a resource to be backed up, and will require some initialization activity. The cold standby condition is mutually exclusive with the hot standby and providing service conditions.

· providing service: The back-up resource is providing service and is backing up another resource. The providing service condition is mutually exclusive with the hot standby and cold standby conditions.

The table below illustrates the dependencies between the standby status attribute and the operational state, administrative state, procedural status and availability status attributes.

Table 23: Standby Status Conditions
Standby status
Hot standby
Cold standby
Providing service

Operational state
Enabled
Enabled or disabled
Enabled

Administrative state
Unlocked
Unlocked or locked
Unlocked

Procedural status
–
Not initialized or initialization required
–

Availability status
Off line
Off line
On line

5.1.2.9 Unknown Status

The unknown status attribute is used to indicate that the state of the resource represented by the Managed Object is unknown. When the unknown status attribute value is true, the value of the previously described state and status attributes may not reflect the actual state of the resource.

5.1.3 Object Class Specific State InformationXE "Object class specific state information"
Managed Objects can have other class-specific attributes that describe aspects of a resource state but that do not map onto the generic states defined in X.731. Although separate, these attributes may affect the values of the generic state attributes. Each individual Managed Object class definition shall specify the applicable generic state values resulting from particular combinations of values of other attributes.

When a Managed Object is in the disabled operational state, other attributes may express the reason why the corresponding resource is inoperable. The disablement may or may not be related to processes under the control of management. 

If the resource is inoperable because another resource on which it is dependent is administratively prohibited from use, or some other configured information is incompatible with operation, then the resource can be made operable through management procedures. The handling of information showing that a resource is inoperable because of some specific physical defect, and the method of repairing the defect, are outside the scope of the state management function described in X.731.

If the state of a resource is dependent upon the state of another resource, the nature of the dependency may be specified in the behavior of the Managed Object representing the dependent resource, or both. A state change in a supporting Managed Object can, through a relationship, cause a specific state transition in a dependent Managed Object.

Use Cases

5.1.4 Actor Starts Up

Name:  Actor starts up

Summary:  This use case illustrates start up sequences for Actor. 

Pre-conditions: Actor knows the address of System.

Begins when:

Ends when:

Post-conditions:

To be specified (sequence of selectInventoryIRPVersion, subscribe, getMIB and reception of notifications).

5.1.5 Actor Sets DN Prefix

Name:

Summary:

Pre-conditions: 

Begins when:

Ends when:

Post-conditions:

To be specified (sequence of setDNPrefix and reception of notifyTopologyChange).

5.1.6 MO Created

Name:

Summary:

Pre-conditions: 

Begins when:

Ends when:

Post-conditions:

To be specified (sequence of notifyObjectCreation and (alternatively) notifyTopologyChange).

5.1.7 MO Deleted

Name:

Summary:

Pre-conditions: 

Begins when:

Ends when:

Post-conditions:

To be specified  (sequence of notifyObjectDeletion and (alternatively) notifyTopologyChange). 

5.1.8 MO Attribute Changed

Name:

Summary:

Pre-conditions: 

Begins when:

Ends when:

Post-conditions:

To be specified (the attribute can be set from Actor or changed by System, the sequence include the notifications NotifyStateChange or NotifyAttributeValueChanged – depending of which type of attribute that is changed).

5.1.9 MO Association Changed

Name:

Summary:

Pre-conditions: 

Begins when:

Ends when:

Post-conditions:

To be specified (the sequence include the notifications NotifyRelationshipChange or NotifyAttributeValueChanged).
5.1.10 System Rebuilds MIB

Name:  System restarts

Summary: This use case allows System to notify Actor under subscription that System has rebuilt its MIB (or portions of the MIB). This IRP does not recommend conditions under which System should rebuild its MIB. As System is rebuilding its MIB (and before completion of rebuilding the MIB), it shall not invoke any notifications carrying MOs being rebuilt into the list.

Pre-conditions: Actor knows the System’s address or reference.

Begins when: System issues notifyTopologyChange notification.

Ends when: Notification completes.

Post-conditions: None.

The following figure (to be included) illustrates the use case.  System would normally issue this notification after it restarts.

It is recommended that Actor invoke getMIB after reception of notifyTopologyChange notification. To minimize impact to operator (e.g., in case Actor is a GUI based topology application), it is recommended that Actor compares its locally stored MIB with that obtained and then determine the modification so as to minimize redrawing effort on the GUI screen.

In the figure (to be included), the two notifyObjectCreation are used to convey new MOs that are not in the rebuilt MIB.

5.1.11 Actor Performs Heartbeat

Name: Actor performs heartbeat.

Summary: This use case allows Actor to confirm if System is functioning or otherwise .  

Pre-conditions: Actor knows the System’s address or reference.

Begins when: System issues getSubscriptionStatus operation.

Ends when: Operation completes.

Post-conditions: None.

The following figure (to be included) illustrates the scenario when System responds negatively to the operation, indicating that it is not functioning well.  Most probably, the System has lost the Actor’s subscription reference.  In such case, Actor should doubt the integrity of the MIB.  For example, System may have included new Managed Objects in its but because it has lost Actor’s reference, it fails to invoke the corresponding notifyObjectCreation.  Another example could be that System had rebuilt its MIB but because it had lost the Actor’s reference, it failed to invoke the corresponding notifyTopologyChange notification.

In such case, as indicated in the figure, it is recommended that Actor invoke subscribe and getMIB operation to obtain a valid list of current alarms.

Actor should periodically invoke this operation to confirm if System is still functioning well.
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IRP Information Service – operations and notifications visible over  the IRP.


Network Resource Model (NRM) with MO classes (in UML) consistent with ITU-T, IETF and DMTF standards. 








Inventory and Topology IRP: Information model








� Interface in IRP Information Model is identical to concepts conveyed by stereotype <<interface>> of UML.
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