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4.1.3 
Fault detection

When any type of fault above described occurs within a 3G network, the affected NEs must be able to detect them as soon as possible.






The NEs accomplish this task using autonomous self-check circuits/procedures, including the observation of measurements, counters and thresholds..  The threshold measurements may be predefined by the manufacturer and executed autonomously in the NE, or they may be based on performance measurements administered by the OMC, cf. [4].  The fault detection mechanism as defined above shall cover both active and standby components of the NEs.

The majority of the faults will have well-defined conditions for the declaration of their presence or absence, i.e. fault occurrence and fault clearing conditions.  Any such incident shall be referred to in this TS as a steady fault.  The NEs must be able to recognise when a previously detected steady fault is no longer present, i.e. the clearing of the fault, using similar techniques as they use to detect the occurrence of the fault.  Manual intervention by the system operator, either locally or at the OMC, may be necessary to repair a permanent fault, e.g. re-initialisation of equipment after replacing a faulty device. 
For some faults, no clearing condition exists.  For the purpose of this TS, these faults shall be referred to as unsteady faults.  An example of this is when the NE has to restart a software process due to some inconsistencies originated by a software bug, and normal operation can be resumed afterwards. In this case, although the inconsistencies are cleared, the software bug  is not yet corrected.  Manual intervention by the system operator will always be necessary to repair the unsteady faults since these, by definition, cannot be cleared by the NE itself.
For some faults there is no need for any short term action, neither from the system operator, nor from the NE itself, since the fault lasted for short time and then disappeared. These faults shall be referred to as transient faults.  
For each fault, the following information shall be supplied by the fault detection process:

-
for hardware faults, the smallest replaceable unit that caused the fault;

-
for software faults, the corrupted file(s) or data bases or software unit;

-
for functional faults, the affected functionality;

-
for faults caused by overload, information on the reason for the overload;

-
for all the above faults, wherever applicable, an indication of the physical and logical resources that are affected by the fault;

· if applicable, whether the specified operational capability of the resource was reduced due to the fault;

-
the nature of the fault, i.e. steady, unsteady or transient;


-
any other information that will help understanding the cause and the location of the abnormal situation (system/implementation specific).

Each new fault shall be entered into an internal list of pending faults by the NE.  Each fault that is cleared shall be removed from the pending faults list.  Note that the pending faults list is only a notion for the purpose of describing the fault management concept specified in this TS, and does not constitute a requirement.  An implementation of the pending faults list may be used by the NE for internal housekeeping, however, it is not required to be visible outside of the NE, i.e. to the system operator.  Instances of faults shall only be visible to the system operator by virtue of associated alarms and state changes, see following subsections for details.

4.1.2
Generation of alarms

For each  faultthat enters the pending faults list, appropriate alarms shall be generated by the NE, regardless of whether it is a steady, unsteady or transient fault.  Such alarms shall contain the following information:

· the device/resource/file/functionality/smallest replaceable unit as defined in subsection 4.1.1 above;

-
a description of the loss of capability of the affected resource, if applicable;

-
the type of the alarm (communication, environmental, equipment, processing error, quality of service) according to [9];

-
the severity of the alarm (indeterminate, warning, minor, major, critical), as defined in [9];

-
the probable cause of the alarm;

-
whether or not the alarm can be cleared by the network element, 
-
the time at which the fault was detected in the NE; and

· any other information that will help understanding the problem (system/implementation specific).

3.1
Definitions

For the purposes of this TS, the following definitions apply:

 Alarm:  an alarm is a specific event category used to categorise an event as a fault. 

Clear alarm:  an alarm where the severity value is set to “cleared”

Event:  this is a generic term for the occurrence of a specific condition within a managed element.  A notification or event report may be used to inform an OS about the occurrence of the event.

Fault:  a deviation of a system from normal operation. This deviation may result in the loss of the specified operational capabilities of the element or the loss of redundancy in case of a redundant configuration.

Initial alarm:  an alarm where the severity is set to any value except “cleared”.

Latent fault:  a fault that is not covered by any detection means.
Notification:  information emitted from an NE to an OS or from one OS to another OS on a higher management level.  It is used to inform the recipient about the occurrence of an event.  More specifically, an alarm notification may be used to inform the recipient about the occurrence of a fault.  In OSI terms, the sender of a notification is referred to as the agent, while the recipient is termed the manager.
Permanent fault:  a steady fault that lasts for long time and requires the intervention of the Operator to be repaired. 


Steady fault:  a fault that is characterised by well-defined conditions for the declaration of its presence or absence, i.e. fault occurrence and fault clearing conditions.  This implies that an alarm originated in consequence of a steady fault can be both detected and cleared automatically by the fault management functions of the NEs.

Transient fault:  a fault that lasts for short time. It is assumed that by the time an alarm is generated, the transient fault has already been autonomously corrected. This implies that there is no need to originate (and will not be originated) a clear alarm. The alarm notifications for transient faults must have severity warning.  


Unsteady fault :  a fault that is characterised by a defined condition for the detection of the fault, but no clearing condition exists.  This implies that a steady fault can be detected but not cleared automatically by the fault management functions of the NEs.

Editor’s note:  to be completed

�PAGE \# "'Page: '#'�'"  ��


Since in the previous clause (few lines above) the type of faults have been described, it seems more clear and linear to refer to them in this introduction of fault detection.





