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Document Summary:
This contribution proposes to merge the current Clauses 4 and 5 of TS 32.111, since they contain the same type of information.

The rationale behind this proposal is that:

· the general concepts of Fault Management are already introduced in the “Introduction” and “Scope” clauses.

· The current Clause 4 contains few additional concepts and a lot of requirements.

· The current clause 5 contains additional requirements.

Therefore it seems reasonable to merge the two clauses in one, named “Fault Management Concepts and Requirements”. This is also aligned with the GSM 12.11, where the chapter 4 contains both the concepts and the requirements.

Please note that this is just a cut and past rework, no additional concepts/requirements have been introduced. Only a little editing has been done to adjust the titles and numbering of the clauses.

To easy the reading of this contribution: 

· the normal text is the one coming from old Clause 4. 

· the italic text is the one coming from the old Clause 5

· the changed text is tracked with the Word’s revision marks.

How to read this contribution: 

Please, keep in mind that you are asked only to evaluate if it is better to merge the two clauses or not. In other words, you should not pay too much attention to the quality of the description because it is obvious that, after a simple cut and paste, some editing is necessary to remove redundant text and to adjust the English form. This will be done in the second step.






Specification(s) involved:
TS 32.111 3G Fault Management  







**LT** The existing section 4 of 32.111, provides the concept and section 5 the requirements.  It is important to be able to distinguish between what is a concept and what is a requirement.
Concept is: idea, notion, thought, perception, theory, view etc..

Requirement is: obligation, condition, prerequisite, must, necessity, constraint etc.
The two things are quite different and I see no reason to merge the meanings, which is in effect what would happen if the two sections are merged.  To conclude I oppose the merging of section 4 and 5.
4 Fault Management concepts and requirements
This section defines the FM requirements from the OS's perspective.  According to the concept described in section 4, alarm and state change information shall be maintained by the NEs.  This information shall then be forwarded to one or more OS(s), i.e. the OMC and/or NMC.  The OMC's role to play in this environment depends on implementation options chosen by the vendor and the network operator.

-
the NMC interface (cf. section 8) may be implemented in the NEs or the OMC.  This means that the OMC may not be involved in the forwarding of alarm and state information to the NMC, if the NMC interface is implemented in the NE.  In contrast, the OMC may have to act as a mediation device if the interface to the NMC is implemented in the OMC and the interface between OMC and the NEs uses a different (proprietary) technology.

-
the network operator may choose to operate his network, in terms of FM, mainly from the NMC.  This implies that functions for the forwarding and retrieval of alarms and states as well as the processing and user interface presentation of this information may not be required in the OMC, but the NMC.  As a consequence, all of these functions, as described in the following subsections, are optional in the OMC, which means they may or may not be implemented, but if implemented, they shall comply with this TS.  Details of these considerations are a matter of vendor/operator agreement.

Any evaluation of the network elements' and the overall network health status will require the detection of faults in the network and, consequently, the notification of alarms to the OS (OMC and/or NMC).  Depending on the nature of the fault, it may be combined with a change of the operational state of the logical and/or physical resource(s) affected by the fault.  Detection and notification of these state changes is as essential as it is for the alarms.  A list of pending alarms in the network and operational state information as well as alarm/state history data shall be made available to the system operator for further analysis.  Additionally, test procedures are required in order to obtain more detailed information if necessary, or to verify an alarm or state or the proper operation of NEs and its logical and physical resources.

The following subsections explain the detection and NE internal handling of faults, alarms and states and the execution of tests.  

4.1
Faults, alarms and states

Faults that may occur in the network can be grouped into one of the four following categories:

-
hardware failures, i.e. the malfunction of some physical resource within a NE;

-
software problems, e.g. software bugs, database inconsistencies;

-
functional faults, i.e. a failure of some functional resource in a NE and no hardware component can be found responsible for the problem; or,

-
loss of some or all of the NE's specified capability due to overload situations.

Each occurrence of a fault shall be detected by the affected NE(s) using autonomous self-check procedures or by the observation of thresholds.  In any case, as a consequence of the fault, appropriate alarms and, possibly, associated state changes, related to the physical or logical resource affected by the fault, shall be generated by the NE.

The following subsections focus on the aspects of fault detection, alarm and state change generation and storage, fault recovery and retrieval of stored alarm information.

4.1.1 
Fault detection

Any deviation from the specified behaviour of a NE, including but not limited to

-
failures of physical or logical resources,

-
loss of capability due to overload,

-
unavailability of some or all of the NE's functionality, and

-
disruption or loss of traffic or signalling connections to other NEs

shall be detected by the affected NEs.  The NEs accomplish this task using autonomous self-check mechanisms or measurements for the observation of thresholds.  The threshold measurements may be predefined by the manufacturer and executed autonomously in the NE, or they may be based on performance measurements administered by the OMC, cf. [4].  The fault detection mechanism as defined above shall include both active and standby components of the NEs.

The majority of the faults will have well-defined conditions for the declaration of their presence or absence, i.e. fault occurrence and fault clearing conditions.  Any such incident shall be referred to in this TS as a permanent fault.  The NEs shall recognise when a previously detected permanent fault is no longer present, i.e. the clearing of the fault, using similar techniques as they use to detect the occurrence of the fault.  Manual intervention by the system operator, either locally or at the OMC, may be necessary for the NE to declare the clearing of a permanent fault, e.g. re-initialisation of equipment after replacing a faulty device.

For some faults, no clearing condition exists.  For the purpose of this TS, these faults shall be referred to as transient faults.  An example of this is when the NE has to restart a software process due to some inconsistencies, and normal operation can be resumed afterwards.  Manual intervention by the system operator will always be necessary for the NE to clear transient faults since these, by definition, cannot be cleared by the NE itself.

For each fault, the following information shall be supplied by the fault detection process:

-
for hardware faults, the smallest replaceable unit that caused the fault;

-
for software faults, the corrupted file(s) or data bases;

-
for functional faults, the affected functionality;

-
for faults caused by overload, information on the reason for the overload;

-
for all the above faults, wherever applicable, an indication of the physical and logical resources that are affected by the fault;

· if applicable, whether the specified operational capability of the resource was reduced due to the fault;

-
the nature of the fault, i.e. transient or permanent;


-
any other information that will help understanding the cause of the abnormal situation (system/implementation specific).

Each new fault shall be entered into an internal list of pending faults by the NE.  Each fault that is cleared shall be removed from the pending faults list.  Note that the pending faults list is only a notion for the purpose of describing the fault management concept specified in this TS, and does not constitute a requirement.  An implementation of the pending faults list may be used by the NE for internal housekeeping, however, it is not required to be visible outside of the NE, i.e. to the system operator.  Instances of faults shall only be visible to the system operator by virtue of associated alarms and state changes, see following subsections for details.

4.1.2
Generation of alarms

For each fault that enters the pending faults list, appropriate alarms shall be generated by the NE, regardless of whether it is a transient or permanent fault.  Such alarms shall contain the following information:

· the device/resource/file/functionality/smallest replaceable unit as defined in subsection 4.1.1 above;

-
a description of the loss of capability of the affected resource, if applicable;

-
the type of the alarm (communication, environmental, equipment, processing error, quality of service) according to [9];

-
the severity of the alarm (indeterminate, warning, minor, major, critical), as defined in [9];

-
the probable cause of the alarm;

-
whether or not the alarm can be cleared by the network element, i.e. whether it is associated with a permanent or a transient fault;

-
the time at which the alarm was generated in the NE; and

-
any other information that will help understanding the problem (system/implementation specific).

For certain faults, additional manual procedures may be necessary in order to obtain the required level of alarm detail.  For that case, appropriate test/diagnosis routines shall be available in the system (cf. sections 4.2, 6 and 7).

More than one alarm may be generated by an NE as a consequence of a fault, since a single fault may create problems in more than one physical or logical resource within the network element.  An example of this is a hardware fault which affects not only a physical resource but also degrades the logical resource(s) that this hardware supports.  The system shall, as far as applicable, indicate all effects of the fault by an appropriate number of hardware/software/function/load related alarms, and an indication of the correlation between these alarms (i.e. they are all caused by the same fault) shall be included in each of the alarms.  On the other hand, only the number of alarms necessary to notify the system operator of all effects of the fault on physical and/or logical resources shall be generated, in order to avoid excessive numbers of alarms.

All alarms generated by the NE shall be input into a list of pending alarms.  The NE shall keep track of the relationship between alarms and faults, similarly as described above for the correlated alarms.

NOTE:
the concept described above will, in principle, also apply if a system does not distinguish between alarms and faults.  In that case, the relationship between faults and alarms is always 1:1, i.e. no correlation information is required.

4.1.3
Clearing of alarms

Various methods exist for the system to clear alarms, and the faults that triggered them, from the pending alarms list and the pending faults list.  For example:

-
The system operator implicitly requests the NE to clear a fault, e.g. by initialising a new device that replaces a faulty one. Once the new device has been successfully put into service, the NE will clear the fault(s).  Consequently, all related alarms will be cleared by the NE. 

· The system operator implicitly requests the clearing of one or more alarms by initialising a new device that replaces a faulty one. Once the new device has been successfully put into service, the NE will clear the alarm(s).  Consequently, once all related alarms have been cleared, the NE will clear the associated fault.

· The system operator explicitly requests the clearing of one or more alarms. Once all alarms related to the same fault have been cleared, the NE will clear the associated fault.

-
The NE detects the exchange of a faulty device by a new one and initialises it autonomously. Once the new device has been successfully put into service, the NE will clear the fault.  Consequently, all related alarms will be cleared by the NE. 

· The NE detects the exchange of a faulty device by a new one and initialises it autonomously. Once the new device has been successfully put into service, the NE will clear all related alarm(s).  Consequently, once all alarms have been cleared, the NE will clear the associated fault.

· The NE detects that a previously reported threshold crossed alarm is no longer valid. It will then clear the corresponding initial alarm and the associated fault, without requiring any operator intervention. The details for the administration of thresholds and the exact condition for the NE to clear a threshold crossed alarm is implementation specific and depends on the definition of the threshold measurement, see also subsection 4.1.1. 

· Transient faults/alarms can, by definition, not be cleared by the NE autonomously.  Therefore, in any case, system operator functions shall be available to request the clearing of transient alarms from the pending alarms list. Once all alarms related to the same fault have been cleared, the NE will clear the associated transient fault.

· .... ffs

Details of these mechanisms are system/implementation specific.

Each time an alarm is cleared the NE shall generate an appropriate clear alarm event. A clear alarm is defined as an alarm, as specified in subsection 4.1.2, except that its severity is set to "cleared". The relationship between the clear alarm and the initial alarm is established

-
by re-using a set of parameters that uniquely identify the initial alarm (cf. subsection 4.1.2), or 

· by including a pointer to the initial alarm in the clear alarm.

The clear alarm shall result in the deletion of the corresponding initial alarm from the pending alarms list.  When all alarms corresponding to a fault are cleared, then this fault shall be cleared as well, which results in its removal from the pending faults list, cf. subsection 4.1.1.

4.1.4
Generation of state change events

At any given point in time, NEs and their components (hardware/software) will be either in service, which means they operate at their full specified capability or some fraction thereof, or out of service, which means none of the specified capabilities are available. The reason for a NE/component to change its availability for service may be administrative commands (i.e. triggered by the system operator) or the occurrence resp. elimination of a malfunction, i.e. in conjunction with alarms.  In the latter case, the behaviour of the NE/component can be described in terms of the operational state, as defined in [8].  The value of the operational state is defined as "disabled" if  the NE/component is completely out of order, and "enabled" otherwise.

For each device/resource/functionality or other component (including the complete NE) that has an operational state defined, any change to the operational state shall be recorded in the NE.  Such state change records shall contain the following information:

-
the device/resource/functionality whose state changed;

-
the new value of the operational state;

-
the reason why the state change occurred:

· due to one or more (cleared) alarms, and, if yes, an indication of the correlated alarms;

· because of dependency on some other resource(s) that went out of or back into service, and, if yes, an indication of the state change events of the other resource(s);

Editor's note:  should the state change events of the other resource(s) be indicated or just the other resource(s)?

-
the time at which the state change was detected in the NE; and,

· any other information that will help understanding the cause of the problem (system/implementation specific). 

4.1.5
Alarm/state change forwarding and filtering

Alarm and state change events shall be forwarded by the NE, in the form of unsolicited notifications, according to the following scheme:

· as soon as an alarm is entered into or removed from the pending alarms list;

· immediately when an operational state change event is recorded in the NE.

If forwarding is not possible at this time, e.g. due to communication breakdown, then the notifications shall be sent as soon as the communication capability has been restored. 


If forwarding of alarms or state change events by an NE is not possible due to communication breakdown, then the notifications shall be sent as soon as the communication capability has been restored. The recipient of the notifications, i.e. the OMC and/or NMC, shall notice the communication failure and generate appropriate internal alarms in order to alert the system operator of the problem.

If the NMC interface is implemented in the NE, then the destination of the notifications is the NMC, and the interface shall comply with the stipulations made in section 8. If the NMC interface resides in the OMC, proprietary means may be employed to forward the notifications to the OMC. Note that, even if the NMC interface is implemented in the NE, the OMC may still also receive the notifications by one of the above mechanisms, however, this TS does not explicitly require the NEs to support the OMC as a second destination. 

The event report shall include all information defined for the respective event (cf. subsections 4.1.2, 4.1.3 and 4.1.4), plus an identification of the NE that generated the report.  This NE identification shall be identical to the identifiers defined within the CM domain, see [1].

The system operator shall be able to allow or suppress alarm reporting by the NE.  As a minimum, the following criteria shall be supported for alarm filtering:

-
the NE that generated the alarm, i.e. all alarm messages of that NE will be suppressed;

-
the device/resource/function to which the alarm relates;

-
the severity of the alarm, except "clear".  Suppression of alarm clear messages shall be determined according to the following stipulations:

· if the initial alarm was not suppressed, then the alarm cleared message shall also be forwarded;

· if the initial alarm was suppressed, then the criteria set for alarm suppression at the time the cleared message occurs shall be taken into account;

-
the time at which the alarm was detected, i.e. the alarm time; and,

-
any combination of the above criteria.

The same functionality and criteria, as far as applicable, shall also be available for state changes, as follows:

-
the NE that generated the state change event, i.e. all state change messages of that NE will be suppressed;

-
the device/resource/function to which the state change relates;

-
the time at which the state change occurred; and,

-
any combination of the above criteria.

The result of any command to modify the forwarding criteria shall be confirmed by the NE to the requesting operator.

4.1.6
Storage of alarms and states in the NE

For fault management purposes, each NE will have to store and retain the following information:

-
a list of all pending alarms generated as a result of the pending faults, i.e. all alarms currently contained in the pending alarms list;

-
alarm history information, i.e. occurrence of new alarms and clearing of alarms that are no longer pending (introduction into/removal from the pending alarms list);

-
the values of the operational state for all its components (hardware/software/functional) that have an operational state defined; and,

-
state change history, i.e. history of changes of the operational state values as defined above.

The storage space for alarm and state change history in the NE will be limited.  Therefore it shall be organised as a circular buffer, i.e. the oldest data item(s) shall be overwritten by new data if the buffer is full.  The NEs shall be capable of storing at least three days worth of alarm and state change history.

4.1.7
Retrieval of alarm and state information

The NEs shall offer a facility for an OS to retrieve alarm and operational state information stored in the NE (cf. subsection 4.1.5). If the interface to the NMC is implemented in the NEs, then this facility shall be implemented according to the stipulations given in section 8. If the NMC interface resides in the OMC, then proprietary means may be employed on the NE-OMC interface, however, a bulk data retrieval based on existing protocols, such as FTP, TFTP, or FTAM, is anticipated. Note that either of the two above mechanisms may still be used by the OMC even if the NMC interface resides in the NEs.

The alarm retrieval facility shall entail the following features:

-
read alarms from the alarm history;

-
read state changes from the state change history;

-
retrieve the pending alarms from the NE; and,

-
read current values of the operational state.

It shall be possible to apply filters to each of the above operations as defined in subsection 5.1.1, plus the "cleared" alarm severity level.

4.1.8
Fault Recovery

Once a fault has been detected, the affected NE shall be capable of recovering from the malfunction.  This entails that the NE's normal operation shall be maintained to the highest level possible, i.e. operation according to its specified behaviour shall only be reduced by the capability that was lost because of the fault.  In order to achieve this, the NE shall perform the following functions:

-
isolate the fault by putting faulty devices/resources/functions out of service, i.e. allowing no side effect of the fault;

-
minimise the effect of the fault by automatic reconfiguration.  Some examples of this are:

· ffs

-
automatic change over to redundant equipment, if equipped/configured.

If a fault causes the interruption of ongoing calls, then the interrupted calls shall be cleared, i.e. all resources allocated to these calls shall immediately be released by the system.

Upon elimination of the fault, the NE shall automatically return to its initial configuration.  Manual intervention may be necessary to support this feature, e.g. initialisation of repaired equipment to kick off the automatic return to initial configuration. It shall be possible to verify the proper operation of the repaired device/resource/function prior to putting it back into service.


It shall be possible to configure the alarm actions, thresholds and severities through OMC commands, according to the following requirements:

-
upon detection of a fault, certain actions will be carried out by the NE, e.g. putting the defective device/resource/function out of service.  It shall be possible to change these activities for each individual fault.

-
the operator shall be able to configure any threshold that determines the declaration or clearing of a fault.  If a series of thresholds are defined to generate alarms of various severities, then for each alarm severity the threshold values shall be configurable individually.

-
it shall be possible to modify, in the NE, the severity of each alarm defined in the system, e.g. from major to critical.

The NE shall confirm the result of any such alarm configuration command to the requesting system operator.

4.1.9
Support of Maintenance Action

In order to facilitate maintenance of the network, the system shall support the following OMC commands:

-
request isolation of device for maintenance.  Ongoing calls shall be allowed to be terminated by the users.

-
request clearing of calls for maintenance.  This will isolate the device addressed by the command, and ongoing calls using the device will be cleared.

-
clear device from control channels (NodeB - per channel, per carrier, per cell).  It shall be possible to specify an alternate device to take over the channel(s), otherwise automatic reconfiguration shall be performed.

-
establish priorities for automatic reconfiguration.  This will force the NE's automatic reconfiguration after a fault to follow a scheme predefined by the system operator.

The NE shall confirm the result of the command to the requesting system operator.

4.2
Tests

ffs

