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This paper is a proposal to 3GPP SA5 for introduction of the earlier presented IRP framework in TS 32.102, based on version 1.1.2. A new section (inserted before the present section 11) is suggested. 

10 Integration Reference Points

10.1 General

The need to support and automate end-to-end processes clearly requires telecom management applications and systems to be interoperable. The technical enablers for achieving this interoperability are referred to as Integration Reference Points (IRPs), reflecting their use for a Communications Provider in the following fields:

1. Accessing the network infrastructure 

2. Achieving interoperability between internal management applications and systems (within and between application areas)

3. Achieving interoperability with external management systems, corresponding to business relations with other Communications Providers

4. Providing access to customers (end-users)

10.2 Integration levels

Virtually all types of telecom/datacom networks comprise many different technologies purchased from several different vendors. This implies that the corresponding management solution need to be built by integrating product-specific applications from different vendors with a number of generic applications that each provide some aspect of multi-vendor and/or multi-technology support. A complete management solution is thus composed of several independent applications.

The following levels of integration are defined:

· Screen Integration: Each application provides its own specific graphical user interface (GUI) that need to be accessible from a single, unified screen (a common desktop). A seamless integration between the various GUIs is then required.

· Application Integration: Applications need to interwork, on a machine-machine basis, in order to automate various end-to-end processes of a communication provider. 

The mixture of these integration levels in a management solution is further described in TS 32.101
.

10.2.1 Screen integration

For screen integration, a GUI launch IRP is provided by a product-specific application in order to enable activation of its GUI from an external application. An important property of this IRP is that the requested operation and target object are passed in the activation request, for direct display of the relevant window. The goal is that different applications shall be perceived as one system by the user.

To illustrate screen integration, we can use an example with a (generic) fault management (FM) application that indicates network faults in an alarm list and a topology view. As soon as possible after a fault is indicated, the user is likely to proceed to diagnose and locate the reason, and (if possible) arrange a work-around solution. This functionality is in most cases necessary to perform through the GUI of a product-specific application. Screen integration enables the user to select a network element on a topology map, or to select an alarm in the alarm list, and then choose an operation to be performed (typically through a context-sensitive pop-up menu item). This results in that the FM application launches the GUI of the relevant product-specific application. The GUI launch IRP ensures that the user is automatically logged in to the product-specific GUI, and that the window for performing the requested operation is immediately displayed at the desktop (the user shall not have to navigate through the GUI to find the requested window).
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Figure x: Example of screen integration

10.2.2 Application integration

Interfaces related to application integration can be divided in the following three categories:

· High-level generic interfaces between generic applications on the network and service management layers. The same approach and concepts apply for these as the next category:

· High-level (technology-independent to the extent possible) interfaces between product-specific and generic applications are needed in order to automate and streamline frequently occurring tasks applicable to several types of network elements.  A top-down approach shall be taken when defining these interfaces, where the main input is (1) business processes of a communication provider, and (2) the types of generic applications that are used to implement the process support. The interfaces need to be stable, open and (preferably) standardised. These IRPs are discussed below under the heading Network Infrastructure IRPs.

· Detailed (product-specific) interfaces between product-specific applications and the corresponding network elements are of course also needed. These interfaces are defined using the traditional bottom-up approach, where the actual network infrastructure is modelled. This is the traditional TMN approach to element management. The management information in these interfaces is not further discussed in this document, as it is internal to a specific development organisation and does not need to be open. In fact, by publishing the management information in these interfaces, too much of the internal design may be revealed and it may become impossible to later enhance the systems that are using the interfaces. The management services (operations and notifications) and protocol shall however be open and standardised (cf. Fig. 2 in TS 32.102) as long as they are independent of the MIM describing the managed NEs/NRs. 

10.3 Network infrastructure IRPs

When providing integrated management solutions for multi-vendor networks, there is a strong requirement that the NEs and the management solutions that go together with them are systems integrable. It is here proposed that the telecom vendors provide a set of Network Infrastructure IRPs.

It should be noted that these IRPs could be provided by either the NE, or the Network Element Manager (NEM) or Sub-Network Manager (SNM) that goes together with the type of NE. There is actually not a clear distinction any more between NE and element management applications, mainly due to the increased processing capacity of the equipment platforms. Embedded Element Managers providing a web user interface is a common example of that.

These IRPs are introduced to ensure interoperability between product-specific applications (PSA) and the types of generic applications shown in the figure below. These IRPs are considered to cover the most basic needs of task automation. 
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Figure x: IRPs for application integration

The following IRPs are defined:

The most basic need of a fault management (FM) application is to support alarm surveillance. Product-specific applications need to supply an Alarm IRP to forward alarms from all kinds of NEs and equipment to the FM application. 

A Configuration Service IRP is needed for retrieval of the configuration and status of the corresponding network elements. It can also be used by inventory management applications, to track individual pieces of equipment and related data, as well as for all types of Configuration Management e.g. Service Activation applications, as a provisioning interface for frequent configuration activities that require automation.

Performance monitoring (PM) information is made available through the Performance Data IRP.

It is realised that the alarm IRP, performance data IRP, and configuration service IRP all have similar needs to use notifications. The corresponding service is formalised as a Notification IRP. It specifies: firstly, an interface through which subscriptions to different types of notifications can be set up (or cancelled), and secondly, common attributes among all notifications.

Further, applying a common Name Convention for Managed Objects is useful for co-operating applications that require identical interpretation of names assigned to network resources under management.

10.2 Defining the IRPs

It is important to avoid dependency on one specific technology, as the technologies will change over time. Applications need to be future-proof; One fundamental principle for achieving this is to clearly separate information models from protocols for the external interfaces, where the information models are more important than the selection of protocols.

Thus, the detailed IRP specifications are divided into two main parts, following the directives from TMF’s SMART TMN:

· Information models specified with an implementation neutral modelling language. The Unified Modelling language (UML) has been selected, as it is standardised (by OMG), supported by most OO tools and used in several ongoing standardisation efforts (EEI, CIM, etc.)

· Solution sets, i.e. mappings of the information models to one or several protocols (CORBA/IDL, SNMP/SMI, CMIP/GDMO, COM/IDL, etc.). Different protocol selections may be done for different IRPs.







� Editor’s note: as described in Ericsson’s contribution for TS 32.101
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