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Here are some detailed comments on the contribution proposed by T-Mobil about the „Liaison on Cell Configuration and Management Philosophy“.

These comments are based on the previous comments provided by Italtel/Siemens on Friday. Here the same concepts are decribed again, with more details and explicit references to the proposed text.

To easy the description, hereafter the T-Mobil proposal is referenced as „solution-a“ while the Italtel/Siemens proposal is referenced as „solution-b“.  The figure provided with the previous solution is also referenced here as figure-1. 

The comments are reported as NOTE-X in blu color. Each NOTE relates to the above yellow-marked text.

______________________________________________________________________________________

Source: 
TSG-SA WG5

To:
TSG-RAN WG3
CC:
-

Title: 
Reply to Liaison Statement TSGR3#4(99)572 " Liaison on Cell Configuration and Management Philosophy"
Document for:
Discussion


SA-WG5 thanks RAN-WG3 for their liaison on "Cell Configuration and Management Philosophy"

Regarding the working assumption that RAN-WG3 has taken, SA-WG5 has found a difficulty in one area when applying the philosophy to the SA-WG5 Management architecture.

SA-WG5 agrees that it is feasible to have the C-RNC control the logical cell parameters at the Node B.  If however this control were to extend to procedures such as cell creation, cell deletion, SA5 finds that manual co-ordination of RNC and Node B Element Management systems (due to vendor specific hardware) would be necessary in order to execute such procedures in a multi-vendor UTRAN environment.
NOTE-1: From the above marked text it seems that the “manual co-ordination is necessary, due to vendor specific hardware.  Why?  From the description of solution-b (previous Italtel/Siemens comment), this seems not correct. The Cell is a logical resource (object) and therefore it is by definition independent from the implementation, the creation of such a logical object, no matter the protocol used, is independent from the implementation. Of course, the result of the creation may change, depending on several circumstances. For example:

· the creation may fail if some parameters are missing or (CMIP protocol) the address is not consistent with the name binding, or ... 

· the creation may success but the Cell is put “disabled” because there are no hardware resources available to support the Cell (hardware not installed or not initialised or failed)

· the creation may success and the Cell is put in service (hardware resources available and initial state is enabled / unlocked)

In any case we don’t see any need for manual co-ordination. Of course, the way the hardware resources are defined and initialised, and the way they are associated to the logical objects is strictly implementation dependent and must be managed via I-D-Manager. The Node-B Software Application that controls the hardware resources and their association with the logical resources must be implemented anyhow, no matter who (I-D-Manager for solution-a or L-Manager for solution-b) creates the logical resources. 

If there is any kind of information that needs to be “manually exchanged” between the I-D-Manager and L-Manager, that is independent of who creates the logical Cell, since this kind of information is not included in logical objects. Anyhow, thinking about this kind of information I can only imagine this example: the logical Cell-1 is supported by a set of hardware resources which are connected to the Antenna-1 covering a football stadium while the Cell-2 is connected to Antenna-2 which covers a low density residential area. If you have other examples, please let me know.

Viceversa, we see some difficulty in the case it is the I-D-O&M to take care of the creation of logical objects. Let’s consider the case of hardware resources providing a redundancy of type N+K (this is a real case in our GSM system). This redundancy is based on N+K hardware resources supporting N logical objects. Therefore in normal conditions, we have N resources “providing service” and K resources “standby”. In case of a failure of the one of the N resources, one of the K standby resources is used to backup the faulty one, and, in this case, the logical objects are not affected by the fault. This redundancy model can tolerate up to K contemporary faults and is very convenient when it is possible to over-install the resources on a remote Network Element and later, when necessary, the logical objects are created. Practically we can have, for example,  that  10 hardware resources are configured as 6+4 (fault tolerance = 4) and later, when the traffic load has increased, they are configured as 9+1 (fault tolerance = 1).  How this kind of configuration can be managed?  

With the solution-b it is quite simple: at installation time all the hardware resources are automatically configured as “standby” and later, when the logical objects are created, the corresponding hardware resource are changed from “standby" to “providing service” and are associated to the logical objects.

With solution-a it seems more complex. First, when the hardware resources are installed, the I-D-Manager has to decide which one goes “providing service” and which one goes “standby”. Logical objects are created only for the former resources. And later, let’s say six months later, when the L-Manager needs more logical objects, what to do? He has to contact the I-D-Manager (manual co-ordination) which has to change the configuration of some “standby” resources in “providing service”, create the corresponding logical resources and then inform the L-Manager to proceed with the initialisation and put in service the newly created logical objects.    

SA-WG5 believes such a scenario is not desirable and can potentially jeopardise a multi-vendor UTRAN. SA-WG5 would like to suggest that all such procedures can be achieved by direct management from the NodeB Element Management system where complete knowledge (logical and related vendor specific hardware) of the cell is known.  The following sections illustrate these concerns in more detail.

NOTE-2:  Of course, as described in NOTE-1, we don’t agree, however if we are missing some important concept about the “complete knowledge of logical and related hardware” which makes the solution-a more convenient than solution-b, please explain it with an example.

This discussion takes the example of cell creation to identify the actions that are necessary from the implementation specific O&M before procedures like "create cell" can be invoked by the RNC.

NOTE-3:  This is a little bit confusing. It seems that “create cell” should be replaced by “initialise cell”.

According to the following statement from TS 25.433 - "For the procedure to be executed successfully the following is needed: ..... Node B equipment has previously been defined and configured to support the <identified functionality> on the Implementation Specific O&M interface" - , which appears together with all logical O&M functions, therefore it can be concluded that logical O&M procedures can only be executed under control of the RNC once all necessary operations have been performed through the implementation specific O&M of the NodeB.  

NOTE-4:  It must be checked if this sentence is compatible with the solution-b which requires that when the logical Cell is created and there is no hardware resource available, the Cell is putout of service (disabled). Is this to be considered successful or unsuccessful? If it is considered successful the TS 25.433 needs to be changed to be consistent with solution-b (if solution-b will be preferred).

From that point of view, it can be questioned whether the creation of a cell is a logical O&M function or belongs to the implementation specific O&M.  Indeed there seem to be two concepts of cell creation:

· from a network management viewpoint it means making the cell available for management.

· according to the above mentioned LS from RAN3, we understand it implies making the cell available for  logical O&M procedures only (i.e. agreeing between the RNC and the NodeB that the cell is available to carry traffic).

NOTE-5:  Of course, a clarification with RAN-3 group is welcome, however it seems that the above question becomes clear with solution-b: the Cell is a pure logical object (similar to the BTS for the GSM system) and it is created and managed via L-Manager / RNC. From the I-D-Manager, only I-D-resources can be managed.

SA-WG5 would like to learn about the RAN-WG3 viewpoint, and hope for your agreement, on this issue.  We believe that it is dangerous to use the same terminology for different procedures. Since the concept of creation and deletion of cells is already well known from GSM Network Management we suggest that RAN-WG3 use different names for the Iub logical O&M procedures in order to avoid the pitfalls of terminology.  It would also be desirable to have a more comprehensive description of such procedures and how they can be invoked, i.e. scenarios of their execution.

The second issue is that it is left open how the RNC can know that all necessary conditions are met in the NodeB by means of the implementation specific O&M.  In a broader perspective, the RNC can only control resources of the NodeB independently if that control does not necessitate knowledge in the RNC which exists only in the NodeB manager in the first place.  In our opinion, there is no such case, i.e. it is always necessary to initialise the NodeB through implementation specific O&M first before any logical O&M by the RNC can be performed.  From our point of view it is therefore required that the following sequence of events be maintained:

- initialise NodeB functionality by implementation specific O&M

- NodeB informs RNC about its readiness

- RNC performs logical O&M procedure, such as final cell configuration
- --> both nodes have now agreed on the resource availability for dynamic traffic management

NOTE-6: this is the sequence for solution-a. As explained above, we prefer the solution-b where the configuration management of logical resources is independent from configuration management of physical resources.

At first glance, it may appear excessive that the NodeB informs the RNC about the initialisation of each individual functionality or resource, and so it would seem a final "initialisation complete" message sent to the RNC via the Iub interface, when all individual initialisations are complete should be adequate.  However, since O&M actions in day to day operations can result in the withdrawal of one or several single resources from the NodeB it must be possible for the NodeB to signal the shutdown - and, of course, the start-up once it becomes available again - of individual logical resources to the RNC.
NOTE-7:  This is perfectly compatible with solution-b. This is the business of the “Mediation Function” of Node-b (see in figure-1).

It could then be argued that it is not necessary to have a final "initialisation complete" message sent by the NodeB to the RNC.  However, not only would it make the RNC's life easier to receive a final initialisation message but without it, RNC would have to draw conclusions from a multitude of NodeB messages concerning many individual resources.  The real issue here is that the RNC would not know whether the NodeB initialisation is complete or more resources of the same type (e.g. channels) will be made available in due course.  The conclusions to be drawn from these considerations are:

· it is always the NodeB that informs the RNC about (non-)availability of its logical resources for use and potential final configuration by the RNC;
   

NOTE-8:  Within the solution-b it is suggested to introduce the “State” of logical objects and to 


inform the RNC by means of “state change notifications” (ITU-T X.731/X.721)
· all configuration of the NodeB to render these resources (un-)available must be executed by the NodeB manager.  In case of resource withdrawal it is up to the manager to decide whether the withdrawal is immediate or a graceful shutdown under the control of the RNC is allowed ("wait traffic clear")


NOTE-9:  Within the solution-b it is suggested to use the “Administrative State” which distinguishes 

between “Lock”  and “Shutdown (ITU-T X.731/X.721)
· the NodeB should inform the RNC when its initial configuration is complete.  When and how the NodeB determines this in conjunction with its manager is vendor specific.


NOTE-10:  This is not necessary with solution-b.
· dynamic resource control can be performed, according to the above discussion, once the logical resources have been made available through implementation specific O&M.  This is, in our understanding, fully in line with the RAN3 approach, e.g. TS 25.433.

Please note that the above problem is only apparent for any defined procedure that requires interaction with the management system(s).  This suggestion does not preclude the C-RNC being the logical owner of the cell. In general SA5 would like to suggest this model for management of all shared resources of RNC and Node B. 

Should further clarification be required SA-WG5 would like to offer to meet jointly with RAN-WG3 to help resolve this difficulty.  More generally, we feel that those logical O&M procedures that interrelate with the implementation specific O&M should be defined in a joined effort between RAN3 and SA-WG5 in order to agree on a common base line from the very beginning. This does not preclude RAN3 from defining such procedures, but merely that all such procedures are further discussed with SA5 before they are finalised.

As a method of further clarifying procedure definitions it would be useful to have them categorised as:

e.g. 

Type
Meaning

“A”
Autonomous execution by RNC

“O”
Operator instigated execution

This would help identify at the point of procedure definition whether SA5 involvement is required for that procedure.
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