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1
Decision/action requested

In this box give a very clear / short /concise statement of what is wanted.
2
References

(Reference - in list form - should be made to previous related SA5/3GPP/etc. documents.)

(For changes against a draft TS/TR, a pseudo CR - a.k.a. pCR - will be provided using this Tdoc template. In this case, the number, name and version of the draft TS/TR used as base must be provided and the version must be the latest available version of the draft TS/TR.)

<Examples of references, please delete when you have inserted your actual references:

[1]
3GPP TS 32.500 SON Concepts and Requirements

[2]
3GPP TS 99.999 This example has a very long name, because then we can see how thi References paragraph will handle paragraphs spanning more than one line.

[3]
3GPP TS 99.999 Title of the document

[4]
S5-991234, CR 32.999 v10.1.1, Inverting architecture of SON

[5]
S5-100001, Agenda, 3GPP SA5#69 Comment
>

3
Rationale

(With bullet points, describe the reasons for the proposed action. 
The objectives of the proposal should be clearly stated. 
Rejected alternative solutions should be mentioned if this aids understanding).

(For pseudo CR, the reason for change(s) and summary of change(s) must be clearly explained.)

4
Detailed proposal

	1st Modified Section


5.2.4    Automatic re-connection of eNBs after lifecycle management of vMME
5.2.4.1      Introduction
In the mixed network management, the scenario which physical network elements are connected to virtualized network elements should be taken into consideration. Such scenario must have occurred during a migration from the physical NE oriented network to virtualized NE oriented one. This clause includes one use case to show automatic re-connection of eNBs after lifecycle management of vMME.

5.2.4.2      Pre-condition

NFV management and orchestration operation is active. 3GPP management operation is active. There are 2 vMMEs which belong to same MME pool and they are actively in operation. The physical eNBs are connected to vMMEs.
5.2.4.3      Description

1. Both 2 vMMEs go to serious failure. In this scenario, the failure results in complete down of affected vMMEs even though these vMMEs have redundant functionalities. This situation means that the MME pool has been completely down since the pool contains these 2 failed vMMEs.
2. The VNF faults of vMME are detected by and reported to appropriate correlation point (e.g., EM or VNFM).  The correlation point determines the root cause and the corrective action. In this scenario, the instantiation process of vMMEs is identified as the corrective action. And then the correlation point triggers the corrective action.
[Editor’s Note]: The failure detection and reporting procedure, root cause and impact analysis procedure and triggering procedure of the fault resolution action are FFS.

3. New VNFs for vMME are built through instantiation.
Note: The instantiation procedure is according to B.3 of [2].

4. The EM controlling MME executes an application specific configuration procedure of newly instantiated VNFs for  vMMEs.
5. The EM controlling MME notifies NM of vMMEs’ recovery event after vMME setup.
6. NM notifies the EM controlling eNB of vMME’s recovery event.
7. The automatic re-connection procedure for the eNBs which were connected to affected vMMEs is triggered by the EM controlling eNB. In this procedure, the S1 Setup procedure should be executed automatically.
5.2.4.4      Post-condition

The eNBs have been successfully reconnected and are in operation.
	End


�This reference actually contains a hyperlink to the document. This is very convenient to readers.





