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Decision/action requested

Discuss and approve on the text proposal.
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Rationale

NFV deployment scenario may need to be taken into account in the NFV study, as certain management capabilities are dependent on the deployment scenario. ETSI GS NFV-INF 003 [1] describes that Compute Domain Infrastructure may be deployed in a variety of locations and form factors. The table below summarizes the possible deployment scenarios for NFV. 
	Deployment Scenario
	Building
	Host Hardware
	Hyper-visor
	Guest VNF
	cf. NIST Cloud Model

	Monolithic Operator
	N
	N
	N
	N
	Private Cloud

	Network Operator Hosting Virtual Network Operators
	N
	N
	N
	N, N1, N2
	Hybrid Cloud

	Hosted Network Operator
	H
	H
	H
	N
	

	Hosted Communications Providers
	H
	H
	H
	N1, N2, N3
	Community Cloud

	Hosted Communications and Application Providers
	H
	H
	H
	N1, N2, N3, P
	Public Cloud

	Managed Network Service on Customer Premises
	C
	N
	N
	N
	

	Managed Network Service on Customer Equipment
	C
	C
	N
	N
	


Table 4 – Some realistic deployment scenarios. The different letters represent different companies or organisations, and are chosen to represent different roles, e.g. H = hosting provider, N = network operator, P = public, C = customer.

In the following deployment scenarios, the network operators either owns or have control over the servers where the VNFs are to be run. Therefore, CM, FM, and PM on NFVI are feasible, as VIM can communicate with NFVI via the Nf-Vi interface.

· Monolithic Operator
· Network Operator Hosting Virtual Network Operators
· Managed Network Service on Customer Premises
· Managed Network Service on Customer Equipment
However, in other deployment scenarios, such as Hosted Network Operator, Hosted Communications Providers, and Hosted Communications and Application Providers, third party operators are used to host the VNF applications for the networks operators. CM, FM, and PM on NFVI are feasible, only if the third party operators enable VIM to access the NFVI. There may be various scenarios, as to who owns the 3GPP OAM, ETSI NFV MANO, and NFVI. It is worth studying this scenarios in SA5, as it may have huge implication to the NFV study. 
The orchestration flows (see Annex D in [3]) describes the NFVI-PoP creation, configuration, and provisioning. The NFVI-PoP configuration may include VIM Identifier, NFVI-PoP location, capacity (e.g. the number of VM), and host type (e.g. Monolithic Operator Network Operator Hosting Virtual Network Operators …).
This contribution proposes the NFVI configuration use case for TR 32.842 [2].
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Detailed proposal
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5.x
Use case of NFVI configuration management 
5.x.1       Introduction 
Configuration management on NFVI is dependent on the NFV deployment scenarios. ETSI GS NFV-INF 003 [8] describes that Compute Domain Infrastructure may be deployed in a variety of locations and form factors. In certain deployment scenarios, such as Monolithic Operator, Network Operator Hosting Virtual Network Operators, Managed Network Service on Customer Premises, and Managed Network Service on Customer Equipment, the network operators either own or have control over the servers where the VNFs are to be hosted. In other scenarios, such as Hosted Network Operator, Hosted Communications Providers, and Hosted Communications and Application Providers, network operators use third party operators to host the VNF applications.
5.x.2       Actors
1. Operator

2. 3GPP functional block (NM, EM), ETSI MANO functional block (NFVO, VIM).

5.x.3       Pre-conditions
NFV management and orchestration operation is active, and 3GPP management operation is active.
VIM has access to the NFVI of the Compute Domain Infrastructure in all deployment scenarios.
Operator determines to configure the NFVI-PoP (Point of Presence).
5.x.4       Description
1. Operator requests NFVO to setup the NFVI-PoP configuration
2. NFVO requests VIM to configure NFVI-PoP, including processing and storage resources (see step 1 in Annex D.2 in [2]). 

3. VIM communicates with NFVI to implement the NFVI-PoP configuration, then notifies the NFVO that one or more NFVI-PoPs have been created, including all the relevant information (i.e. VIM Identifier, NFVI-PoP, location, resource list, capacity, host-type (e.g. network operator owned or 3rd operator owned, …), and specifications) (see step 2 in Annext D.2 in [2]).
4. NFVO informs NM about the NFVI-PoP configuration with all the relevant information,
5. NM configures EM about NFVI-PoP with all the relevant information that will be available for VNF execution.
5.x.5       Post-conditions
NFVO-PoP is ready to be used by VNF instantiation.
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