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1
Introduction

Discussions so far on Open O&M have brought little progress, even though significant time has been spent on this topic within the RAN groups. 
This document provides further information on what Vodafone requires for OAM for LTE. 
2
How open is “Open O&M”?

2.1
Assumed Architecture

For Vodafone, the preferred O&M logical architecture is as follows:
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It is important that the architecture scales such that there are not excessive N-Interfaces to manage in a network, i.e. they become one per element manager, and not one per Element. 
The interface to the actual physical node would need to be secure, the cost of this security needs to be minimised. In the logical architecture depicted above the Network Manager does not communicate directly with the Element, but instead communications are routed via the Element Manager. 
Any information needing to be passed between Neighbouring Element Managers would be passed over the N-Interface and through the Network Manager, not on a direct interface. One reason for this is to ensure that the Element Manager does not need to have knowledge of the Element to Element Manager mapping across the whole network. 
The Object Model over the N-Interface would need to be extended such that it describes the eNodeB Measurements and full control over the configuration in a vendor independent manner. This object model would be used over the N-Interface and logically passed over the Em-Interface (Interface between the Element and Element Manager), unmodified by the Element Manager.
The Element Manager is considered to have limited functionality and is mainly needed as a concentrator and router for the information provided from/to the Element.
2.2
Interfaces

The interfaces between the Network Manager, Element Manager and Element can be summarised as follows:

	
	Em-Interface
	N-Interface

	Logical Aspects of the Element (e.g. Configuration Related)
	Open 
	Open 

	Physical Aspects of the Element (e.g. Hardware Related)
	Generally Closed
	Open

	Naming & Addressing
	Open
	Open

	Transport (Layer 1-3)
	Open
	Open


The Logical aspects would be considered fully open between the Network Manager and the Element. The Logical information being passed would be defined using an Object model. The current Object model defined for the N-Interface should be evaluated to understand how fit for purpose or complete it is, for LTE. 
The message definition on the Em-Interface between the Element Manager and the Element should be defined for the functions which are open, e.g. the reporting and configuration. 
The Physical Aspects would include functions such as Hardware fault reporting, Hardware performance measurements (e.g. memory usage), hardware control and software/firmware upgrades, and these functions would be (mostly) controlled within a vendor. There is the need to specify some generic fault reports in order to allow the Network Manager to be informed at specified granularity in a unified manner. 
It is important that a common Naming & Addressing strategy is used across different vendors, and this should be standardised.

The Transport Layer should be defined on the interface between the Element and Element Manager such that the transport network and firewalls between the Element and Element Manager can be configured for a single solution and not a vendor specific solution.
3
O&M Procedures
3.1
Software Upgrade
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The Software Upgrade functionality would be directly controlled by the Element Manager. The direct control would encompass aspects such as the timing, location, push or pull mechanism and the verification that the software has be download in an error-free manner. It is likely that some reporting of software change at a Cell Level to the Network Manager will be required to allow easy correlation of performance gains, or performance degradation at the change to be measured. It is likely that the SON entity will need to factor in software change before triggering changes to configuration.
The Element Manager would be responsible for the Element to be running the most up to date software, information on which should be the latest software for this node would be configured by the NM. 

Exactly how the nodes are scheduled to download the software would be decided by the Element Manager, e.g. scheduled to avoid congestion at the Software Server and to use the backhaul in a manner to avoid impact to UEs sharing the same backhaul.

The push or pull nature of the Software download function would need to be standardised, such that the configuration of the firewalls would between the Element and the Element Manager/Software Server could be configured independently of the vendor of the Element.

3.2
Configuration
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The Network Manager control the parameters which are being used on each cell, e.g. the transmit power, Antenna Tilt, and Neighbour Cell List.

The N-Interface would need to allow the Network Manager to change a parameter across all of or a group of Elements simultaneously, then allow the Element Manager to communicate to the Elements which it controls.
Some small SON functions may be located within an Element, called the Element Automated procedures, and these need to be standardised. Any configuration for these functions would be passed from the Network Manager, via the Element Manager, to the Element.
3.3
Reporting


[image: image4.emf]Element 

Manager

Vendor x

Element 

Manager 

Vendor y

Network Manager

Element  

Vendor x

Element  

Vendor z

Element  

Vendor x

Element  

Vendor y

Element  

Vendor y

N-Interface

Em-Interface

These should 

be seen as a 

single process

Element  

Vendor z

Open

Vendor x

Vendor y

Vendor z


An example of Reporting could be the provisioning of performance reports from the Element to the Network Manager.
The Information should be provided from the Element to the Network Manager (e.g. the SON) in an unmodified form and the Element Manager should not be performing any averaging of the results. The format of this information would conform to the defined Object model over the N-Interface and well as over the Em-Interface. 
The Reporting procedures are directly controlled by the Network Manager using the Configuration procedures described in sub-clause 3.2
3.4
Hardware Alarms + Hardware Control
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Alarms and Fault management would be communicated between the Element and Element Manager.  The communication of this information over the Em-Interface would be handled in a vendor specific manner.

As today, the Network Manager would need a possibility to configure the Element Manager to control which information would need to be provided to the Network Manager. This means that the Element Manager is likely to be performing filtering of information being provided from the Element.
The alarms would trigger the Element Manager to take an automated or semi-automated action, e.g. power cycling of the Element, it is assumed that this process would be under control of the Element Manager.

At the Network Manager level the information about the alarms would be used for the automated trouble-shooting procedures and also possibly SON procedures.

The Application Part passed over the N-Interface needs to ensure that the alarms/fault reports can be passed up to the Network Manager, otherwise this is similar to what happens for UTRAN/GERAN.
In the case where the Em-Interface is multi-vendor, the N-Interface should be modelled as being extended to the Element for this scenario. The level of detail which the N-Interface is expected to convey is likely to considerably less than a single vendor Em-Interface.
4
Examples

4.1
Element Introduction 
	Element (( DHCP Server
	The Element is provided with the basic transport level configuration for the node.

	Element ( Element Manager
	The Element informs the Element Manager that that Element is now connected to the network, and identifies itself using a unique identifier, e.g. MAC address. 

	Element Manager ( Element
	The Element Manager performs Hardware/Firmware/Software Audit of the Element. 

	Element Manager ( Element
	The Element Manager either triggers the Element to pull new software or firmware to the Element, OR pushes new software or firmware to the Element.

	Element Manager ( Network Manager
	The Element Manager informs the Network Manager that a new Element has been added to the network and is ready to be configured, and provides the unique identifier of the Element. The Network Manager needs to assign a Name to this new node, such that it can be referenced in the future e.g. Unique Cell ID, this Name is passed to the Element Manager. The Element Manager stores the mapping between the Transport Address and Name.

	Network Manager ( (Element Manager) ( Element 
	The Network Manager configures the Element with which reports the Element should provide to the Network Manager. This would be information on Location, information about measurements of neighbour cell, and measurements of neighbour information. 

	Element  ( (Element Manager) ( Network Manager
	The Element provides the reports to the Network Manager. 

	Network Manager ( (Element Manager) ( Element
	The Network Manager provides the configuration to the Element, which should be used. This also includes any updates to the Reporting configuration (e.g. parameters, and reporting Events) 
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	Network Manager ( (Element Manager) ( OTHER Elements
	The Network Manager may decide which neighbouring cells should be informed regarding the introduction of the Element, and the passes new configuration for these cells, possibly with a start time.

	
	Network Manager ( Element Manager
	The Network Manager configures the Element Manager with Generic Reporting Events for this Element, e.g. Node Failure, Generic Alarms

	Network Manager ( (Element Manager) ( Element
	The Network Manager places the Element in Service.


4.2
Detection of new Neighbour Cell
	Element  ( (Element Manager) ( Network Manager
	The Element reports to the Network Manager, that a new neighbour cell is detected.

	Network Manager ( (Element Manager) ( Element
	The Network Manager provides the configuration to the Element, which should be used. This also includes any updates to the Reporting configuration (e.g. parameters, and reporting Events) 
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	Network Manager ( (Element Manager) ( OTHER Element
	The Network Manager may contact the detected Element controlling the neighbour cell, and updates its configuration. (or alternatively it may wait for that element to report a new neighbour cell).


5
Summary

This document has highlighted which area Vodafone requires to be open for O&M. This should be based on the following Table:
	
	Examples
	Em-Interface
	N-Interface

	Logical Aspects
	Node radio configuration, the transmit power, Antenna Tilt, and Neighbour Cell List
	Open 
	Open 

	Physical Aspects
	Memory usage, Number of CPU Processes, CPU Usage, Hardware faults, and Hardware Temperature.
	Generally Closed
	Open

	Naming & Addressing
	IP address of the Element, and eNodeB, cell and sector naming conventions.
	Open
	Open

	Transport (Layer 1-3)
	Security profiles used on Em-Interface, OMC Selection, IETF Transport Protocols, and S & N-Interface protocols.
	Open
	Open


The Em-Interface and N-Interface for the fully open aspects should be based on a common object model, such that no translation is required at the Element Manager. 

It shall be possible for any Element to interconnect with any Element Manager with the only performance degradation being from the lack of individual control over the physical aspects of the Element, only relying on generic control from the Network Manager.
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