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1. Introduction

In a traditional 2D video, the elements of the scene are arranged in front of the camera based on the composition chosen by the director and the story he wants to present to the viewer. In this case, the viewers only experience what the director wants them to see. In VR streaming, the shooting set is all around the camera in 360 degrees and the viewer can look anywhere. The challenge here is how we can make sure that the viewer sees what the director intends to be present.
Moreover, it appears that viewers do not uniformly consume omnidirectional content. As seen in some recent live events, political debate, it is very clear that only a certain part of the content is massively watched. The rest of the content does add to the experience but is not the reason why viewers would watch or even pay for such experiences. For example, In 2016 American presidential election, several debates were streamed on VR platforms. As shown on the below Figure, it is clear that the vast majority of viewers are going to watch the view containing the candidates while the rest of the omnidirectional content will be very rarely rendered.


Figure 1 - 2016 Democratic presidential debate livestreamed in VR by CNN and NextVR
The VR streaming are also consumed at conventional 2D devices, e.g., TV, tablet. At this time, the part of 360 video is displayed like 2D video. However, some of 2D devices does not allow the viewer to control of the viewing orientation due to the lack of sensors to change the viewing orientation, like HMD. For this, it needs to consider the way to enable for the viewer to see the focused perspectives in 360 scene.    
It is therefore important in a VR streaming to indicate the viewport that would enable the viewer to maintain a focused perspective at different playback time. 
2. Proposal
We propose to include the recommended viewport metadata to indicate the viewport that recommends to be displayed within 360 scene when the user does not have control of the viewing orientation or has released control of the viewing orientation. It can be determined based on the director’s cut. The recommended viewports are also associated with several types of media, e.g., video, audio, in 360 scene. The recommended viewport metadata can be encapsulated in a timed metadata track in either a file or a DASH representation. 

We propose to include the following texts on the metadata into clause 7 in TS 26.118 with following constraints for file format signalling and encapsulation, and DASH representations. 

************************************  START OF CHANGES ***************************************
7
Metadata

<provides VR Stream relevant metadata>
7.1. Recommended Viewport

The recommended viewport metadata indicates the viewport that recommends to be displayed within 360 scene based on the director’s cut. The recommended viewport can be displayed when the user does not have control of the viewing orientation or has released control of the viewing orientation. The recommended viewports are associated with one or more types of media, e.g., video, audio. 

To indicate the recommended viewport, the following parameters are specified.
· Type of the recommended viewport, e.g., a director’s cut
· The center point of the recommended viewport

· The azimuth and elevation range of the viewport

· The tilt angle of the viewport

The receiver may be able to process the recommended viewport metadata and to render VR video or audio accordingly. 
A VR Media Presentation may include the recommended viewport metadata. 
7.1.1. File format signalling and encapsulation
The recommended viewport metadata are encapsulated in the timed metadata track. The recommended viewport timed metadata track shall be encapsulated with the following requirements. 
· The track sample entry type 'rcvp'  shall be used.  
· The RcvpSampleEntry shall obey the following constraints:
· The value of viewport_type shall be set to '0' [the director’s cut].
· The value of viewport_description shall be set to '\0'[a null character].
· A track reference type shall be equal to 'cdsc' to describe the one or more media tracks that are associated with the recommended timed metadata track.

· A sample in a recommended viewport timed metadata track is defined as a sync sample if and only if at least one of media samples in the referenced media tracks having the same decoding time is a sync sample.
7.1.2. Restrictions for DASH Representations
If the recommended viewport metadata track is included in a DASH Representation, the following constraints shall apply: 

· The @codec parameter shall be present and equal to 'rcvp'
· The @associationId attribute of this metadata representation shall contain the value of the attribute @id of the representation containing the omnidirectional media that are associated with the recommended metadata track. 

· The @associationType attribute of this metadata representation shall be equal to a track reference type 'cdsc'.
7.1.3. Receiver Requirements
Receivers not implementing a viewport sensor should implement the recommended viewport processing. 

Receivers implementing a viewport sensor may implement the recommended viewport processing. 

If the viewport sensor is not implemented at the receiver, or if the viewport sensor is disabled (permanently or temporarily), the receiver should process the recommended viewport metadata, if present.

If the viewport metadata is provided in the VR Media Presentation and if processing is supported and applied, then the Receiver shall render the viewport indicated metadata.

************************************  END OF CHANGES *****************************************
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