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Proposal
In this contribution we add text for ‘Flexible HEVC Media Profile’ where we highlight the differences between Less and More flexible HEVC Media Profiles (as described in v1.0.0 of TS 26.118) and propose to consider merging these two media profiles into a single ‘Flexible HEVC Media Profile’ for the following reasons:
· Both profiles address the same operation point
· Minor additional tools are required to enable multistream support
· Multistream viewport dependent streaming implemented by several companies already
· Alignment with OMAF profile
In addition, we propose to add an Annex on ‘Projection format conversion’ to describe how to convert from ERP to CMP based on the defined coordinate system in TS 26.118.

===================================== CHANGE 1 =====================================
5.2	Video Rendering Schemes
<Provides an overview of video rendering schemes, post processing details such as ERP, CMP, packing, rotation>
[bookmark: _Toc513209174]5.2.1	Introduction and Overview
This clause defines the media profiles for video. Media profiles include specification on the following:
-	Elementary stream constraints based on the video operation points defined in clause 5.2.
-	File format encapsulation constraints and signalling including capability signalling. The defines to a 3GPP VR Track as defined above.
-	DASH Adaptation Set constraints and signalling including capability signalling. This defines a DASH content format profile.
Table 5.3-1 provides an overview of the Media Profiles in defined in the remainder of clause 5.3.2.
Table 5.3-1 Video Media Profiles
	Media Profile
	Operation Point
	Sample Entry
	DASH Integration

	Basic H.264/AVC 

	H.264/AVC Basic

	resv
avc1[,avc3]
	Single Adaptation Set
Single Representation streaming

	Flexible H.264/AVC

	H.264/AVC Flexible

	resv
avc1[, avc3] 
	Single or Multiple independent Adaptation Sets offered
Single Representation streaming

	Basic H.265/HEVC 

	H.265/HEVC Basic

	resv
hvc1[,hev1]
	Single Adaptation Set
Single Representation streaming

	Less Flexible H.265/HEVC
	H.265/HEVC Flexible 
	resv
hvc1 
	Single or Multiple independent Adaptation Sets offered
Single Representation streaming

	More Flexible H.265/HEVC
	H.265/HEVC Flexible
	resv
hvc1, hvc2
	Single or Multiple independent or dependent Adaptation Sets offered
Single or Multiple representation streaming



[Note: 
-	Flexible H.264/AVC Receivers are expected to playback media profiles conforming to the Basic H.264/AVC Media Profiles.
-	Less Flexible H.265/HEVC Receivers are expected to playback media profiles conforming to the Basic H.265/HEVC Media Profiles.
-	More Flexible H.265/HEAVC Receivers are expected to playback media profiles conforming to the Basic H.265/HEVC Media Profiles
============================== END OF CHANGE 1 ===================================== and Less Flexible H.265/HEVC Media Profiles.]
[Note: The two flexible H.265/HEVC media profiles may be combined if evidence is provided that receiver supported for the more flexible profile is easily feasible]
[bookmark: _Toc513209175]5.2.2	Basic H.264/AVC Media Profile
[bookmark: _Toc513209176]5.2.2.1	Overview
The Basic H.264/AVC Media Profile permits to download and stream elementary streams for VR content generated according to the H.264/AVC Basic Operation Point as defined in clause 5.1.4. This enables reuse of the avc1 and avc3 sample entry as for example also used in the TV Video Profiles in TS 26.116. It also permits to reuse streaming the VR video content in an adaptive manner by offering multiple switchable Representations in a single Adaptation Set in a DASH MPD.
For content generation guidelines for this media profile refer to Annex A. 
[bookmark: _Toc513209177]5.2.2.2	File Format Signaling and Encapsulation
3GP VR Tracks conforming to this media profile used in the context of the specification shall conform to the 3GP File Format [7] with the following further requirements: 
-	At least one sample entry type of each sample entry of the track shall be equal to 'resv'.
-	The untransformed sample entry type shall be equal to 'avc1' [or ‘avc3']
NOTE 1:	If a file decoder experiences issues in the playback of the VR Track with the restricted sample to 'resv', but the application is able to control the rendering according to the VR rendering metadata, then the untransformed sample entry could be used to initialize the decoding process for the file decoder.
-	The Track Header Box ('tkhd') shall obey the following constraints:
-	The width and height fields for a visual track shall specify the track's visual presentation size as fixed-point 16.16 values expressed in on a uniformly sampled grid (commonly called square pixels) (of the decoded texture signal)
-	The Video Media Header ('vmhd') shall obey the following constraints:
-	The value of the version field shall be set to '0'.
-	The value of the graphicsmode field shall be set to '0'.
-	The value of the opcolor field shall be set to {'0', '0', '0'}.
-	The Sample Description Box ('stsd') shall obey the following constraints:
-	A visual sample entry shall be used.
[-	The box shall include a NAL Structured Video Parameter Set.]
-	the maximum width and height values shall correspond to the maximum cropped horizontal and vertical sample counts indicated in any Sequence Parameter Set in the track.
-	It shall contain a Decoder Configuration Record which signals the Profile, Level, and other parameters in the video track.
[-	The entry_count field of the Sample-to-Chunk Box ('stsc') shall be set to '0'.]
[-	Both the sample_size and sample_count fields of the Sample Size Box ('stsz') box shall be set to zero ('0'). The sample_count field of the Sample Size Box ('stz2') box shall be set to zero ('0'). The actual sample size information can be found in the Track Fragment Run Box ('trun') for the track. ]
NOTE 2: 	This is because the Movie Box ('moov') contains no media samples.
[-	The entry_count field of the Chunk Offset Box ('stco') shall be set to '0'.]
[-	If AVCSampleEntry ('avc3') NAL Structured Video tracks is used, the 'first_sample_flags' shall signal the picture type of the first sample in each movie fragment as specified below.
-	sample_is_non_sync_sample=0: If the first sample is a RAP as defined in clause 5.1.4.6.
-	sample_is_non_sync_sample=1: If the first sample is not a RAP as defined in clause 5.1.4.6.
-	sample_depends_on=2: If the first sample is a RAP as defined in clause 5.1.4.6.
-	If the sample is a Sync Sample, all parameter sets needed for decoding that sample SHALL be included in the sample itself.]
-	The Colour Information Box ('colr') should be present. If present, it shall signal the colour_primaries, transfer_characteristics and matrix_coeffs applicable to all the bitstreams associated with this sample entry.
-	The sample timing shall obey the frame rate requirements for the Operation Point.
-	The ProjectionFormatBox with projection_type equal to 0 as defined in ISO/IEC 23091-2 [14] [should] be present in the sample entry applying to the sample containing the picture.
-	If the content contained in the Bitstream in the track does not cover the entire sphere, the CoverageInformationBox as defined in ISO/IEC 23091-2 [14] [should] be present.
-	The video track shall comply to the Bitstream requirements and recommendations for the Basic H.264/AVC Operation Point as defined in clause 5.1.4. 
If 3GP VR Tracks conforming to the constraints of this media profile, the '3vr1' ISO brand should be set as a compatible_brand in the File Type Box ('ftyp').  
[bookmark: _Toc513209178]5.2.2.3	Additional Restrictions for DASH Representations
If a VR Track conforming to this media profile is included in a DASH Representation, the following additional constraints shall apply:-	The Media Header Box ('mdhd') shall obey the following constraints:
-	The value of the duration field shall be set to '0'.
-	The value of the duration field in the Movie Header Box ('mvhd') shall be set to a value of '0'
-	The Track Header Box ('tkhd') shall obey the following constraints:
-	The value of the duration field shall be set to '0'.
-	Movie Fragment Header Boxes ('mfhd') shall contain sequence_number values that are sequentially numbered starting with the number 1 and incrementing by +1, sequenced by movie fragment storage and presentation order.
-	Any Segment Index Box ('sidx'), if present, shall obey the additional constraints:
-	the timescale field shall have the same value as the timescale field in the Media Header Box ('mdhd') within the same track; and
-	the reference_ID field shall be set to the track_ID of the ISO Media track as defined in the Track Header Box ('tkhd').
[For all Representation in an Adaptation Set, the following shall apply:
-	The same coverage information shall be used on all Representations in one Adaptation Set.
-	Frame rate 
-	Others]
[bookmark: _Toc513209179]5.2.2.4	DASH Adaptation Set Constraints
For a video Adaptation Set, the following constraints apply:
-	The @codecs parameter shall be present on Adaptation Set level and shall signal the maximum required capability to decode any Representation in the Adaptation Set. The @codecs parameter should be signalled on the representation level if different from the one on Adaptation Set level.
-	The attributes @maxWidth and @maxHeight shall be present. They are expected be used to signal the original source content format. This means that they may exceed the actual largest size of any coded Representation in one Adaptation Set. 
-	The @width and @height shall be signalled for each Representation (possibly defaulted on Adaptation Set level) and shall match the values of the maximum width and height in the Sample Description box of the contained Representation.
-	The Chroma Format may be signalled. If signalled:
-	An Essential or Supplemental Descriptor shall be used to signal the value by setting the @schemeIdURI attribute to urn:mpeg:mpegB:cicp:MatrixCoefficients as defined ISO/IEC 23001-8 [10] and the @value attribute according to Table 4 of ISO/IEC 23001-8 [10]. The values shall match the values set in the VUI.
-	The signalling shall be on Adaptation Set level.
-	The Color Primaries and Transfer Function may be signalled. If signalled:
-	An Essential or Supplemental Descriptor shall be used to signal the value by setting the @schemeIdURI attribute to urn:mpeg:mpegB:cicp:ColourPrimaries and urn:mpeg:mpegB:cicp:TransferCharacteristics as defined ISO/IEC 23001-8 [10] and the @value attribute according to Table 4 of ISO/IEC 23001-8 [10]. The values shall match the values set in the VUI.
-	The signalling shall be on Adaptation Set level only, i.e. the value shall not be different for different Representations in one Adaptation Set.
-	The maximum frame rate may be signalled on Adaptation Set using the @maxFrameRate attribute. 
-	The @frameRate shall be signalled for each Representation (possibly defaulted on Adaptation Set level). In one Adaptation Set, only frame rates shall be present from one of the following subsets:
-	24 Hz with proposed signalling @frameRate="24"
-	25 Hz, 50 Hz with proposed signalling @frameRate="25" or @frameRate="50", 
-	30 Hz, 60 Hz with proposed signalling @frameRate="30" or @frameRate="60",
-	24/1.001 Hz with proposed signalling @frameRate="24000/1001",
-	30/1.001 Hz, 60/1.001 Hz with proposed signalling @frameRate="30000/1001" or @frameRate="60000/1001". 
-	Random Access Points shall be signalled by @startsWithSAP set to 1, 2 or 3.
-	The projection should be signalled. If signalled, 
-	a Supplemental Descriptor shall be used to signal the value by setting the @schemeIdURI attribute to urn:mpeg:mpegI:omaf:2017:pf as defined ISO/IEC 23090-2 [13] and the @value attribute shall be set to [ERP].
-	The Content Coverage should be signalled if the CoverageInformationBox is presented in the Representations of the Adaptation Set. If signalled
-	a Supplemental Descriptor shall be used to signal the value by setting the @schemeIdURI attribute to urn:mpeg:mpegI:omaf:2017:cc as defined ISO/IEC 23090-2 [13] and the @value attribute shall match the information provided in the CoverageInformationBox.
-	The signalling shall be on Adaptation Set level only, i.e. the value shall not be different for different Representations in one Adaptation Set.
If all Representations in an Adaptation Set conform to the requirements in clause 5.3.2.3 and the Adaptation Set conforms to the requirements in this clause, then the @profiles parameter in the Adaptation Set may signal conformance to this Operation Point by using "urn:3GPP:vrstream:mp:h264-basic". The @profiles parameter s be present to signal the constraints for the Adaptation Set.
===================================== CHANGE 2 =====================================
Removed Flexible AVC profile
============================== END OF CHANGE 2 =====================================

[bookmark: _Toc513209180]5.2.3	Flexible H.264/AVC Media Profile
[bookmark: _Toc513209181]5.2.3.1	Overview
Advanced H.264/AVC Profile. This enables streaming of advanced experiences reusing 3GP file format [7] and DASH features [8]. This includes viewport independent and viewport dependent streaming.
a)	Based on H.264/AVC Advanced Operation Point
b)	Using avc1/avc3 sample entry
c)	Using regular 3GPP DASH profile but extending DASH to provide multiple video adaptation sets that each signal the viewport.
[bookmark: _Toc513209182]5.2.3.2	File Format Signaling and Encapsulation
To be done.
[bookmark: _Toc513209183]5.2.3.3	Additional Restrictions for DASH Representations
To be done.
[bookmark: _Toc513209184]5.2.3.4	DASH Adaptation Set Constraints
To be done.

5.2.4	Basic H.265/HEVC Media Profile
[bookmark: _Toc513209186]5.2.4.1	Overview
<provides a media profile for which the decoding is depends of the viewport>
Basic Viewport Independent H.265/HEVC Profile. This enables reuse of all existing tools in 3GP file format [7] and 3GP DASH to create a simple 4k streaming profile.
a)	Based on H.265/HEVC Basic Operation Point.
b)	Using hvc1/hev1 sample entry, based on resv.
c)	Using regular 3GPP DASH profile.
[bookmark: _Toc513209187]5.2.4.2	File Format Signaling and Encapsulation
To be done.
[bookmark: _Toc513209188]5.2.4.3	Additional Restrictions for DASH Representations
To be done.
[bookmark: _Toc513209189]5.2.4.4	DASH Adaptation Set Constraints
To be done.

===================================== CHANGE 3 =====================================
[bookmark: _Toc513209190]5.2.5	Less Flexible H.265/HEVC Media Profile
[bookmark: _Toc513209191]5.2.5.1	Overview
Basic Viewport Independent H.265/HEVC Profile. This enables reuse of all existing tools in 3GP file format [7] and 3GP DASH to create a simple 4k streaming profile.
a)	Based on H.265/HEVC Advanced Operation Point.
b)	Using hvc1/hev1 sample entry.
c)	Using regular 3GPP DASH profile but extending DASH to provide multiple video adaptation sets that each signal the viewport.
[bookmark: _Toc513209192]5.2.5.2	File Format Signaling and Encapsulation
To be done.
[bookmark: _Toc513209193]5.2.5.3	Additional Restrictions for DASH Representations
To be done.
[bookmark: _Toc513209194]5.2.5.4	DASH Adaptation Set Constraints
To be done.
[bookmark: _Toc513209195]5.2.56	More Flexible H.265/HEVC Media Profile
[bookmark: _Toc513209196]5.2.56.1	Overview
This profile allows unconstrained use of rectangular region-wise packing and monoscopic and stereoscopic spherical video up to 360 degrees are supported. With the presence of region-wise packing, the resolution or quality of the omnidirectional video could be emphasized in certain regions, e.g., according to the user's viewing orientation. In addition, the untransformed sample entry type 'hvc2' is allowed, making it possible to use extractors and get a conforming HEVC bitstream when tile-based streaming is used.
[bookmark: _Toc513209197]5.2.56.2	File Format Signaling and Encapsulation
When a track is the only track in a file, compatible_brands containing a brand equal to 'hevd' in FileTypeBox indicates that the track conforms to this media profile. When a file contains multiple tracks, compatible_brands containing a brand equal to 'hevd' in FileTypeBox indicates that at least one of the tracks conforms to this media profile.
NOTE: Consider adding a brand for 3GPP that indicates there are additional constraints to 'hevd' (see frame packing arrangement SEI message) 
A track of this media profile shall be indicated to conform to this media profile through one or both of FileTypeBox and TrackTypeBox.
At least one sample entry type of each sample entry of the track shall be equal to 'resv'.
NOTE: 	'resv' does not have to be the track sample entry type, when the track has undergone several transformations. Consequently, this media profile could also be used when the track is protected.
The scheme_type values of SchemeTypeBox in the RestrictedSchemeInfoBox and of all instances of CompatibleSchemeTypeBox in the same RestrictedSchemeInfoBox shall include 'podv' and at least one of 'erpv' and 'ercm'.
The untransformed sample entry type shall be equal to 'hvc1' or 'hvc2'. 
When the untransformed sample entry type is 'hvc2', the track shall include one or more 'scal' track references.
LHEVCConfigurationBox shall not be present in VisualSampleEntry.
HEVCConfigurationBox in VisualSampleEntry shall indicate conformance to the elementary stream constraints of H.265/HEVC Flexible operation point.
The track_not_intended_for_presentation_alone flag of the TrackHeaderBox may be used to indicate that a track is not intended to be presented alone.





To be done.
[bookmark: _Toc513209198]5.2.56.3	Additional Restrictions for DASH Representations
If a VR Track conforming to this media profile is included in a DASH Representation, the following additional constraints shall apply:
· The Media Header Box ('mdhd') shall obey the following constraints:
· The value of the duration field shall be set to '0'.
· The value of the duration field in the Movie Header Box ('mvhd') shall be set to a value of '0'
· The Track Header Box ('tkhd') shall obey the following constraints:
· The value of the duration field shall be set to '0'.
-	Movie Fragment Header Boxes ('mfhd') may contain sequence_number values that are not sequentially numbered
-	Any Segment Index Box ('sidx'), if present, shall obey the additional constraints:
-	the timescale field shall have the same value as the timescale field in the Media Header Box ('mdhd') within the same track; and
-	the reference_ID field shall be set to the track_ID of the ISO Media track as defined in the Track Header Box ('tkhd').

· The same projection format shall be used on all Representations in one Adaptation Set. 

· The same frame packing format shall be used on all Representations in one Adaptation Set.

· The same coverage information shall be used on all Representations in one Adaptation Set. 

· The same spatial resolution shall be used on all Representations in one Adaptation Set.


· When @dependencyId is used, the values of profiles of the respective dependent and complementary Representations shall be the same.

When the MPD contains a Representation with a track for which the untransformed sample entry type is equal to ‘hvc2’, the following applies:
· ﻿Either the Representations carrying a track conforming to the media profile track constraints with the untransformed sample entry type equal to ‘hvc2’ shall contain @dependencyId listing all dependent Representations that carry a track conforming to the media profile track constraints with the untransformed sample entry type equal to ‘hvc1’ or a Preselection property descriptor shall be present and constrained as follows:
· The Main Adaptation Set shall contain a Representation carrying a track conforming to the media profile track constraints with the untransformed sample entry type equal to ‘hvc2’.
· The Partial Adaptation Sets shall contain Representations each carrying a track conforming to the media profile track constraints with the untransformed sample entry type equal to ‘hvc1’.

NOTE 1: When using the Preselection property descriptor, the number of Representations for carrying tracks with the untransformed sample entry type equal to ‘hvc2’ is typically smaller than when using @dependencyId. However, the use of @dependencyId might be needed for encrypted video tracks.
· ﻿The Initialization Segment of the Representation that contains @dependencyId or belongs to the Main Adaptation Set is constrained as follows:
· ﻿Tracks conform to the media profile track constraints.
· ﻿The track corresponding to the untransformed sample entry type equal to ‘hvc2’ refers to the tracks indicated in the TrackReferenceBox of the Initialization Segment.

NOTE 2: When Preselection is used, the sequence_number integer values are not required to be processed and therefore the concatenation of the Subsegments (of the different Representations of the Adaptation Sets of ﻿a Preselection) in any order results in a conforming file.

NOTE 3: The conforming Segment sequence formed on the basis of the Preselection property descriptor or by resolving @dependencyId attribute(s) as specified in ISO/IEC 23009-1 and the track_ID value of the track with the untransformed sample entry type equal to ‘hvc2’ shall produce the HEVC bitstream which conforms to H.265/HEVC Flexible Operation Point. 


When switching or accessing Representations at each segment or subsegment is relevant, the following DASH profiles include sufficient constraints: 
· ISO Base Media File Format Live profile: urn:mpeg:dash:profile:isoff-live:2011 
· ISO Base Media File Format Main profile: urn:mpeg:dash:profile:isoff-main:2011
When low latency considerations are relevant, the following DASH profiles provide tools to support efficient low latency services:
· ﻿ISO Base Media File Format On Demand profile: urn:mpeg:dash:profile:isoff-on- demand:201
· ﻿ISO Base Media File Format Broadcast TV profile: urn:mpeg:dash:profile:isoff- broadcast:2015

To be done.
[bookmark: _Toc513209199]5.2.56.4	DASH Adaptation Set Constraints
Additional DASH AS constraints based on TV profiles?
· ﻿ ﻿The following applies for the use of @mimeType: 
· @mimeType of the Main Adaptation Set shall include the profiles parameter 'hevd' .
· When Preselection is used, the value of profiles of the main Adaptation Set shall be the same as the value of profiles of its partial Adaptation Sets.
When Preselection is used, the following applies:
· The value of @subsegmentAlignment in the Main Adaptation Set shall be an unsigned integer and equal to the value of @subsegmentAlignment of the each associated Partial Adaptation Set.
· The value of @segmentAlignment in the Main Adaptation Set shall be an unsigned integer and equal to the value of @segmentAlignment of the each associated Partial Adaptation Set.

NOTE: This video profile typically requires a low delay operation and fast switching. This requires frequent stream access points (e.g., lower than 1 second interval) to be available, which could be achieved by providing different representations with different Switching@interval values or with SegementIndexBoxes having different starts_with_SAP values for each of the subsegments.
============================== END OF CHANGE 3 =====================================

To be done.
[bookmark: _Toc513209210]Annex A (informative): Content Generation Guidelines
<Editor's Note: Adds guidelines on how content can be generated such that it conforms to the defined media and presentation profile>
<Editor's Note: Adds guidelines on how content can be generated such that it conforms to the defined media and presentation profile>
[bookmark: _Toc513209211]A.1	Introduction
tbd
[bookmark: _Toc513209212]A.2	Video
[bookmark: _Toc513209213]A.2.1	Overview
tbd
[bookmark: _Toc513209214]A.2.2	Decode Signal Constraints
[bookmark: _Toc513209215]A.2.2.1	General 
Tbd
===================================== CHANGE 4 =====================================
[bookmark: _Toc513209216]A.2.2.2	Decode Signal Constraints for Flexible H.264/AVC Operation Point
The profile and level constraints of H.264/AVC Progressive High Profile Level [5.1][5.2] require careful balance of the permitted frame rates, stereo modes, spatial resolutions, and usage of region wise packing for different resolutions and coverage restrictions. If the decoded texture signal is beyond the Profile and Level constraints, then a careful adaptation of the signal is recommended to fulfil the constraints.
This clause provides a brief overview of potential signal constraints and possible adjustments.
Table A.2-1 provides selected permitted combinations of spatial resolutions, frame rates and stereo modes assuming full coverage and no region-wise packing applied. Note that fractional frame rates are excluded for better readability.
Table A.2-1 Selected permitted combinations of spatial resolutions and frame rates
	Spatial resolution per eye
	Stereo
	Permitted Frame Rates in Hz

	4096 × 2048
	None
	24; 25; 30[; 50; 60]

	3840 × 1920
	None
	24; 25; 30[; 50; 60] 

	3072 × 1536
	None
	24; 25; 30; 50[; 60; 90; 100]

	2880 × 1440
	None
	24; 25; 30; 50; 60[; 90; 100; 120]

	2048 × 1024
	None
	24; 25; 30; 50; 60; 90; 100; 120

	4096 × 2048
	TaB
	[24; 25; 30]

	3840 × 1920
	TaB
	[24; 25; 30] 

	3072 × 1536
	TaB
	24; 25[; 30; 50] 

	2880 × 1440
	TaB
	24; 25; 30[; 50; 60]

	2048 × 1024
	TaB
	24; 25; 30; 50; 60[; 90; 100; 120]



Table A.2-2 provides the maximum percentage of high-resolution area that can be encoded assuming that the low-resolution area is encoded in 2k resolution, i.e. using 2048 × 1024 or 1920 × 960 and full coverage is provided for different frame rates. Note also that a viewport typically covers about 12-25% of a full 360 video. Note that fractional frame rates are excluded for better readability.
Table A.2-2 Maximum Percentage of high-resolution area when assuming that the low-resolution area is encoded in 2k resolution, i.e. using 2048 × 1024 or 1920 × 960 and full coverage is provided for different frame rates
[Level 5.1
	Spatial resolution
per eye in VP
	Spatial resolution
per eye in non-VP
	Stereo
	Frame Rates in Hz

	
	
	
	24
	25
	30
	50
	60
	90
	100
	120

	6144 × 3072
	2048 × 1024
	None
	10.0%
	10.0%
	8.6%
	4.0%
	2.9%
	1.0%
	0.6%
	0.0%

	4096 × 2048
	2048 × 1024
	None
	23.3%
	23.3%
	20.0%
	9.3%
	6.7%
	2.2%
	1.3%
	0.0%

	3840 × 1920
	1920 × 960
	None
	100.0%
	100.0%
	100.0%
	57.7%
	42.5%
	17.2%
	12.2%
	4.6%

	6144 × 3072
	2048 × 1024
	TaB
	4.3%
	4.0%
	2.9%
	0.6%
	0.0%
	0.0%
	0.0%
	0.0%

	4096 × 2048
	2048 × 1024
	TaB
	10.0%
	9.3%
	6.7%
	1.3%
	0.0%
	0.0%
	0.0%
	0.0%

	3840 × 1920
	1920 × 960
	TaB
	61.5%
	57.7%
	42.5%
	12.2%
	4.6%
	0.0%
	0.0%
	0.0%


]

[Level 5.2
	Spatial resolution
per eye in VP
	Spatial resolution
per eye in non-VP
	Stereo
	Frame Rates in Hz

	
	
	
	24
	25
	30
	50
	60
	90
	100
	120

	6144 × 3072
	2048 × 1024
	None
	10.0%
	10.0%
	10.0%
	10.0%
	9.2%
	5.2%
	4.4%
	3.2%

	4096 × 2048
	2048 × 1024
	None
	23.3%
	23.3%
	23.3%
	23.3%
	21.5%
	12.1%
	10.2%
	7.4%

	3840 × 1920
	1920 × 960
	None
	100.0%
	100.0%
	100.0%
	100.0%
	100.0%
	73.3%
	62.7%
	46.7%

	6144 × 3072
	2048 × 1024
	TaB
	10.0%
	10.0%
	9.2%
	4.4%
	3.2%
	1.2%
	0.8%
	0.2%

	4096 × 2048
	2048 × 1024
	TaB
	23.3%
	23.3%
	21.5%
	10.2%
	7.4%
	2.7%
	1.8%
	0.4%

	3840 × 1920
	1920 × 960
	TaB
	100.0%
	100.0%
	100.0%
	62.7%
	46.7%
	20.0%
	14.7%
	6.7%


]
Table A.2-3 provides the maximum percentage of coverage area that can be encoded assuming that the remaining pixels are not encoded for different frame rates. Note that fractional frame rates are excluded for better readability.
Table A.2-3 Maximum Percentage of coverage area for different frame rates
[Level 5.1
	Spatial resolution
per eye
	Stereo
	Frame Rates in Hz

	
	
	24
	25
	30
	50
	60
	90
	100
	120

	6144 × 3072
	None
	50.0%
	50.0%
	44.4%
	26.7%
	22.2%
	14.8%
	13.3%
	11.1%

	4096 × 2048
	None
	100.0%
	100.0%
	100.0%
	60.0%
	50.0%
	33.3%
	30.0%
	25.0%

	3840 × 1920
	None
	100.0%
	100.0%
	100.0%
	68.3%
	56.9%
	37.9%
	34.1%
	28.4%

	6144 × 3072
	TaB
	27.8%
	26.7%
	22.2%
	13.3%
	11.1%
	7.4%
	6.7%
	5.6%

	4096 × 2048
	TaB
	62.5%
	60.0%
	50.0%
	30.0%
	25.0%
	16.7%
	15.0%
	12.5%

	3840 × 1920
	TaB
	71.1%
	68.3%
	56.9%
	34.1%
	28.4%
	19.0%
	17.1%
	14.2%


]

[ Level 5.2
	Spatial resolution
per eye
	Stereo
	Frame Rates in Hz

	
	
	24
	25
	30
	50
	60
	90
	100
	120

	6144 × 3072
	None
	50.0%
	50.0%
	50.0%
	50.0%
	46.9%
	31.3%
	28.1%
	23.4%

	4096 × 2048
	None
	100.0%
	100.0%
	100.0%
	100.0%
	100.0%
	70.3%
	63.3%
	52.7%

	3840 × 1920
	None
	100.0%
	100.0%
	100.0%
	100.0%
	100.0%
	80.0%
	72.0%
	60.0%

	6144 × 3072
	TaB
	50.0%
	50.0%
	46.9%
	28.1%
	23.4%
	15.6%
	14.1%
	11.7%

	4096 × 2048
	TaB
	100.0%
	100.0%
	100.0%
	63.3%
	52.7%
	35.2%
	31.6%
	26.4%

	3840 × 1920
	TaB
	100.0%
	100.0%
	100.0%
	72.0%
	60.0%
	40.0%
	36.0%
	30.0%


]
[bookmark: _Toc513209217]A.2.2.23	Decode Signal Constraints for Flexible H.265/HEVC Operation Point
The profile and level constraints of H.265/HEVC Main-10 Profile Main Tier Profile Level 5.1 require careful balance of the permitted frame rates, stereo modes, spatial resolutions, and usage of region wise packing for different resolutions and coverage restrictions. If the decoded texture signal is beyond the Profile and Level constraints, then a careful adaptation of the signal is recommended to fulfil the constraints.
This clause provides a brief overview of potential signal constraints and possible adjustments.
Table A.2-4 provides selected permitted combinations of spatial resolutions, frame rates and stereo modes assuming full coverage and no region-wise packing applied. Note that fractional frame rates are excluded for better readability.
Table A.2-4 Selected permitted combinations of spatial resolutions and frame rates
	Spatial resolution per eye
	Stereo
	Permitted Frame Rates in Hz

	4096 × 2048
	None
	24; 25; 30; 50; 60

	3840 × 1920
	None
	24; 25; 30; 50; 60 

	3072 × 1536
	None
	24; 25; 30; 50; 60; 90; 100

	2880 × 1440
	None
	24; 25; 30; 50; 60; 90; 100; 120

	2048 × 1024
	None
	24; 25; 30; 50; 60; 90; 100; 120

	4096 × 2048
	TaB
	24; 25; 30

	3840 × 1920
	TaB
	24; 25; 30 

	3072 × 1536
	TaB
	24; 25; 30; 50 

	2880 × 1440
	TaB
	24; 25; 30; 50; 60

	2048 × 1024
	TaB
	24; 25; 30; 50; 60; 90; 100; 120



Table A.2-5 provides the maximum percentage of high-resolution area that can be encoded assuming that the low-resolution area is encoded in 2k resolution, i.e. using 2048 × 1024 or 1920 × 960 and full coverage is provided for different frame rates. Note also that a viewport typically covers about 12-25% of a full 360 video. Note that fractional frame rates are excluded for better readability.
Table A.2-5 Maximum Percentage of high-resolution area when assuming that the low-resolution area is encoded in 2k resolution, i.e. using 2048 × 1024 or 1920 × 960 and full coverage is provided for different frame rates
	Spatial resolution
per eye in VP
	Spatial resolution
per eye in non-VP
	Stereo
	Frame Rates in Hz

	
	
	
	24
	25
	30
	50
	60
	90
	100
	120

	6144 × 3072
	2048 × 1024
	None
	9.29%
	9.29%
	9.29%
	9.29%
	9.29%
	5.24%
	4.43%
	3.21%

	4096 × 2048
	2048 × 1024
	None
	21.67%
	21.67%
	21.67%
	21.67%
	21.67%
	12.22%
	10.33%
	7.50%

	3840 × 1920
	1920 × 960
	None
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	74.12%
	63.38%
	47.26%

	6144 × 3072
	2048 × 1024
	TaB
	9.29%
	9.29%
	9.29%
	4.43%
	3.21%
	1.19%
	0.79%
	0.18%

	4096 × 2048
	2048 × 1024
	TaB
	21.67%
	21.67%
	21.67%
	10.33%
	7.50%
	2.78%
	1.83%
	0.42%

	3840 × 1920
	1920 × 960
	TaB
	100.00%
	100.00%
	100.00%
	63.38%
	47.26%
	20.40%
	15.02%
	6.96%



Table A.2-6 provides the maximum percentage of coverage area that can be encoded assuming that the remaining pixels are not encoded for different frame rates. Note that fractional frame rates are excluded for better readability.
Table A.2-6 Maximum Percentage of coverage area for different frame rates
	Spatial resolution
per eye
	Stereo
	Frame Rates in Hz

	
	
	24
	25
	30
	50
	60
	90
	100
	120

	6144 × 3072
	None
	47.22%
	47.22%
	47.22%
	47.22%
	47.22%
	31.48%
	28.33%
	23.61%

	4096 × 2048
	None
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	70.83%
	63.75%
	53.13%

	3840 × 1920
	None
	100.00%
	100.00%
	100.00%
	100.00%
	100.00%
	80.59%
	72.53%
	60.44%

	6144 × 3072
	TaB
	47.22%
	47.22%
	47.22%
	28.33%
	23.61%
	15.74%
	14.17%
	11.81%

	4096 × 2048
	TaB
	100.00%
	100.00%
	100.00%
	63.75%
	53.13%
	35.42%
	31.88%
	26.56%

	3840 × 1920
	TaB
	100.00%
	100.00%
	100.00%
	72.53%
	60.44%
	40.30%
	36.27%
	30.22%
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===================================== CHANGE 5 =====================================
A.2.3	Projection format conversion
The text in this Annex is based on JVET output document [1] with simplifications to only two projection types which are used in this specification and further fixes regarding misalignments between coordinate systems of [1] and [13]. C++ implementation of the concepts described by this annex is available in [2].
The 3D XYZ coordinate system as shown in Figure A.1 can be used to describe the 3D geometry of ERP and CMP projection format representations. Starting from the center of the sphere, X axis points toward the front of the sphere, Z axis points toward the top of the sphere, and Y axis points toward the left of the sphere.
[image: ]
Figure A.1: 3D XYZ coordinate definition

The coordinate system is specified for defining the sphere coordinates azimuth (ϕ) and elevation (θ) for identifying a location of a point on the unit sphere. The azimuth ϕ is in the range [−π, π], and elevation θ is in the range [−π/2, π/2], where π is the ratio of a circle's circumference to its diameter. The azimuth (ϕ) is defined by the angle starting from X axis in counter-clockwise direction as shown in Figure 1. The elevation (θ) is defined by the angle from the equator toward Z axis as shown in Figure 1. The (X, Y, Z) coordinates on the unit sphere can be evaluated from (ϕ, θ) using following equations:

Inversely, the longitude and latitude (ϕ, θ) can be evaluated from (X, Y, Z) coordinates using:

A 2D plane coordinate system is defined for each face in the 2D projection plane. Where Equirectangular Projection (ERP) has only one face, Cubemap Projection (CMP) has six faces. In order to generalize the 2D coordinate system, a face index is defined for each face in the 2D projection plane. Each face is mapped to a 2D plane associated with one face index. 

A.2.3.1 Equirectangular Projection (ERP)
Equirectangular mapping is the most commonly used mapping from spherical video to a 2D texture signal. The mapping is bijective, i.e. it may be expressed in both directions and is illustrated in Figure A.2.


[image: ]
Figure A.2: Mapping of spherical video to a 2D texture signal

ERP has only one face and the face index f for ERP is always set to 0. The sphere coordinates (ϕ, θ) for a sample location (i, j), in degrees, are given by the following equations:

Finally, (X, Y, Z) can be calculated from the equations given above. 

A.2.3.2 Cubemap Projection
Figure A.3 shows the CMP projection with 6 square faces, labelled as PX, PY, PZ, NX, NY, NZ (with “P” standing for “positive” and “N” standing for “negative”). Table A.2-7 specifies the face index values corresponding to each of the six CMP faces. 
[image: ]
Figure A.3: Relation of the cube face arrangement of the projected picture to the sphere coordinates.

Table A.2-7: Face index of CMP
	Face index
	Face label
	Notes

	0
	PX
	Front face with positive X axis value 

	1
	NX
	Back face with negative X axis value 

	2
	PY
	Left face with positive Y axis value

	3
	NY
	Right face with negative Y axis value

	4
	PZ
	Top face with positive Z axis value

	5
	NZ
	Bottom face with negative Z axis value



The 3D coordinates (X, Y, Z) are derived using following equations:
lw = pictureWidth / 3
lh = pictureHeight / 2
tmpHorVal = i − Floor( i ÷ lw ) * lw
tmpVerVal = j − Floor( j ÷ lh ) * lh
i′ = −( 2 * tmpHorVal ÷ lw ) + 1
j′ = −( 2 * tmpVerVal  ÷ lh ) + 1
w = Floor( i ÷ lw )
h = Floor( j ÷ lh )
if( w  = =  1  &&  h  = =  0 ) { // PX: positive x front face
	X = 1.0
	Y = i′
	Z = j′
} else if( w  = =  1  &&  h  = =  1 ) { // NX: negative x back face
	X = −1.0
	Y = −j′
	Z = −i′
} else if( w  = =  2  &&  h  = =  1 ) { // PZ: positive z top face
	X = −i′
	Y = −j′
	Z = 1.0
} else if( w  = =  0  &&  h  = =  1 ) { // NZ: negative z bottom face
	X = i′
	Y = −j′
	Z = −1.0
} else if( w  = =  0  &&  h  = =  0 ) { // PY: positive y left face
	X = −i′
	Y = 1.0
	Z = j′
} else { // ( w  = =  2  &&  h  = =  0 ), NY: negative y right face
	X = i′
	Y = −1.0
	Z = j′
}


A.2.3.3 Conversion between two projection formats
Denote (fd, id, jd) as a point (id, jd) on face fd in the destination projection format, and (fs, is, js) as a point (is, js) on face fs in the source projection format. Denote (X, Y, Z) as the corresponding coordinates in the 3D XYZ space. The conversion process starts from each sample position (fd, id, jd) on the destination projection plane, maps it to the corresponding (X, Y, Z) in 3D coordinate system, finds the corresponding sample position (fs, is, js) on the source projection plane, and sets the sample value at (fd, id, jd) based on the sample value at (fs, is, js).
Therefore, the projection format conversion process from ERP source format to CMP destination format is performed in the following three steps:
1. Map the destination 2D sampling point (fd, id, jd) to 3D space coordinates (X, Y, Z) based on the CMP format
2. Map (X, Y, Z) from step 1 to 2D sampling point (f0, is, js)  based to the ERP format
3. Calculate the sample value at (f0, is, js) by interpolating from neighboring samples at integer positions on face f0, and the interpolated sample value is placed at (fd, id, jd) in the destination projection format.

The above steps are repeated until all sample positions (fd, id, jd) in the destination projection format are filled. Note that (Step 1) and (Step 2) can be pre-calculated at the sequence level and stored as a lookup table, and only (Step 3) needs to be performed per sample position for each picture in order to render the sample values.

References
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