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1 Introduction

In the Rel-15 FLUS work item and associated output in TS 26.238 [1], no explicit consideration has been given to controlling uplink streaming operation as a function of the popularity (perceived or actual) of the content to recipient UEs. Such popularity could be measured by, for example, the amount of viewership of the uploaded content, as well as the interactivity generated by the content, i.e., social feedback in the form of likes, comments and shares. These two types of popularity metrics are widely used in social live broadcast (i.e. user-generated streaming) services like Facebook Live and YouTube Live, and studies on the popularity of such commercial live streaming offerings are available in the literature. 
This DP discusses how knowledge of content popularity might be useful to control the operation of uplink streaming by individual FLUS sources to a network-based FLUS sink, for example by data rate, latency, partial (instead of complete) content upload, and other strategies towards maximizing unicast network capacity utilization in the context of live uplink streaming services.
In this document, the term “sender” is synonymous and used interchangeably with “FLUS source”. Similarly, the term “viewer” is synonymous and used interchangeably with the “UE-based FLUS sink”. 
2 Characteristics of Live Streaming Services
A recent academia study of the traffic, viewership, and social engagement characteristics of Facebook Live [2] yields some interesting results which might be useful in the design of the uplink streaming sub-system of a commercial live uplink streaming (‘LUS’) service offering. In this document, the terms broadcasting and broadcaster, widely used in OTT live streaming services, is essentially equivalent to “live streaming by a FLUS source” and “FLUS source”, respectively. It should not be equated to one-to-many content distribution technologies such as terrestrial TV broadcasting or cellular MBMS. A few interesting findings in that study include:
· Page broadcasts (business or organizational accounts, typically producing media, sports or shopping content) typically generate more viewership than typical User (individual person) broadcasts.
· About 41.5% of User broadcasts generate no viewers, yet the Facebook mobile app uploads the entire content regardless of viewer counts.

· Most of social engagement or viewer interaction (typically in the form of likes and comments, and less so in shares) with the content occurs after the broadcast has transpired as opposed to during the event. The majority of such interaction occurs one day after the broadcast, and in fact the interactivity volume stays fairly constant for the next 8 months.
· For videos that do generate viewership, on average during the live broadcast, these receive 6.7 likes, 8.4 comments and 0.54 shares. After one day, engagement increases to 29.84 likes, 16.33 comments and 1.33 shares.

· A sizeable portion of broadcasters is situated quite close in geographical proximity to their viewers – overall, 8% of viewers are located within 25 km of the broadcaster.
3 Viewership-driven Content Upload Strategies

3.1
Introduction

The following sub-sections discuss potential implementation mechanisms for uplink delivery of the media stream to a network-based FLUS sink, in light of the measured traffic and usage patterns in the Facebook Live study, to more efficiently utilize network uplink capacity. We will use the term “viewership” to denote the amount of consumption or popularity of a given uploaded content item and symbolic of the fact that the predominantly, uploaded streaming content in LUS services are visual in nature.  
3.2
Informing the FLUS Source on Viewership

As can be seen in the previous findings for Facebook Live, a significant amount of user-generated live video uploads is in fact never watched. Therefore, a logical objective which should benefit both the network and the FLUS sender is to minimize unnecessary uplink streaming transmission. The benefit to the network is more efficient utilization of network resources, especially uplink network capacity, but also media processing (e.g. transcoding, reformatting and video stitching). Benefits to the sender include less wasteful consumption of his/her data plan, and reduced UE battery power drain. A means to support this objective is for the network, via the FLUS sink, to provide information to the FLUS source on the actual or estimated/predicted viewership of the content intended for uploading. It is envisioned that such knowledge of reception demand at the FLUS source could be used to control its upload behavior such as determining whether or not to upstream, or how much data to be transmitted as a function of upload delay and/or video quality. In addition to informing the FLUS source about the presence of viewers, viewership information provided by network might additionally provide the details of user engagement or interactivity with the viewed content, for example by the number of expressed likes, comments and shares. Such information on social engagement with the content can be useful to further control or modify the uploading operation. These aspects will be further discussed in the next sections.
3.3
Defer or Delay Uploading Until Viewer Arrival

Due to the likelihood that a considerable number of uploaded content items are never viewed, several potential content upload methods for use by the FLUS source are described below.

1. The sender (FLUS source) will defer uplink streaming transmission unless and until it obtains real-time information provided by the network that there is at least one viewer. In the meantime, the captured and encoded media content is cached in the UE. Upstream transmission will commence immediately upon sender awareness of actual viewership.
2. Instead of withholding uplink streaming until the sender is aware of the presence of viewership, the sender will upload one or more initial segments or chunks of the media, e.g., corresponding to the first few seconds of the streaming content, to the network FLUS sink, while buffering the rest in UE cache. The network FLUS sink will forward those content segments for post-processing (e.g. transcoding, reformatting and media combining as described in TS 26.238) before that content is queued for downlink distribution to the viewer (i.e., UE-based FLUS sink). When a viewer tunes in, he/she can immediately receive the initial portion of the feed, while the network FLUS sink will notify the FLUS source to upstream the remainder of the content. This method will enable the viewer to encounter less tune-in delay than the previous method, while still achieving the bulk of the overall network and user benefits as described in Sec. 3.2.
3.4
Trading Off Delay for Quality

Instead of withholding transmission in part or in whole in the absence of viewership, the FLUS source could begin media upstreaming immediately and continuously but indicate its willingness, to the LUS service provider, to accept higher latency in the uploading, possibly in exchange for high media quality (e.g. video resolution) in e2e streaming delivery, for the duration that no viewers are present. For example, the sender might agree to LUS service terms stating that:

i. During null viewership, the sender is willing to accept a wide range of delivery latencies, e.g., ranging from a few seconds to tens of seconds, in return for the ability to send 1080p or even UHD video, while

ii. upon the arrival of the first viewer, it must send no higher resolution than 720p video, in return for a guaranteed lower delay bound.
Use of this method, during the interval of higher latency uploading, can achieve savings in network capacity as well as allowing the network media processing function, when encountering high processing load, to de-prioritize the processing of media streams with non-stringent delay requirements (e.g., those still lacking viewership). The rationale for adopting its use is the assumption that viewers are more willing to tolerate lower video quality than longer delay, possibly accompanied by occasional stalling, during play-back.
3.5
Predicted Viewership/Viewer Engagement
In the event that the viewership information provided by the network to the sender is predictive in nature, for example forecasting that an upcoming scheduled live streaming event associated with that sender is expected to generated viewers, the sender might choose not to defer or delay transmission, but immediately and continuously send the media at the start of the scheduled event. It might, for example, choose to send the content at a lower quality/bitrate when given the assurance of low e2e delivery latency by the network, or it might send the content at a higher quality/bitrate in exchange for non-stringent delivery latency. The former mechanism could be considered more appropriate if the sender is informed that the viewers are likely to engage with the content at the same time that the uplink streaming session is taking place, since real-time interactivity with and among the viewers is more important than the absolute quality of the video. The latter mechanism might be more appropriate if the sender finds out that viewer interactivity typically occurs after the content has been uploaded and archived in the network and delivered in the course of on-demand viewing.
3.6
Social Engagement for Live Upstreamed Content
A key finding of the Facebook Live study [2] as pointed out in Sec. 2 is that for watched videos with social engagement (likes, comments and shares), such engagement occurs much less during the event of the live upstreaming as compared to afterwards and for a significant duration of elapsed time. In fact, [2] indicates that viewer interaction peaks at 1 day after the broadcast and does not drop off significantly for the next 8 months. In other words, although Facebook Live (and by corollary, likely similar offerings such as YouTube Live) tout the capability for real-time social interaction with the broadcast videos, the majority of such engagement in fact occurs during on-demand viewing of the live streams. The LUS service offering should take such characteristics into account, which could simplify the service design and operation to support social engagement with upstreamed video. Management of viewer engagement with on-demand video is easier than with live video, since synchronization in the display of social feedback among all viewers at the point of the stream when such interaction occurs, required in the live video case, is not necessary for on-demand video.
Given the above, a “two-pronged” approach, incorporating some of the ideas of the mechanisms described in Sections 3.3, 3.4 and 3.5, is suggested with regards to the video stream uploading operation by the sender.
1) Upon being informed by the FLUS source during the live streaming session that viewer engagement has occurred, to better achieve close to real-time interactivity among respondents, while making more efficient use of network capacity, the sender will perform uploading at a lower quality and hence lower bitrate, while requesting low latency of e2e delivery to recipient UEs. Such sending behavior could be preceded by either of the methods described in Sections 3.3.
2) In parallel to the live uplink streaming event associated with a strict (low) latency but lower-bitrate QoS setting, or alternatively, after such live streaming session has concluded, perform uploading of the same content with a relaxed latency but higher-bitrate QoS setting. The higher bitrate uploading can be done, for example, by employing option (i) as indicated in Sec. 3.4, whereby the FLUS source will upload a higher quality version of the content, with the intention that this version will be requested later on by on-demand viewers.
3.7
Required New F-C and F-U Functionality 

It can be seen from the above discussions under sub-sections 3.2 to 3.6 that new FLUS control and user plane functionalities will be necessary to support the use of different uplink transmission modes, possibly affiliated with unique QoS settings. These new functionalities include the transfer of viewership information from the FLUS sink to the FLUS source, indication of intended uplink transmission mode from FLUS source to FLUS sink, and signaling between the source and the sink on the desired vs. permitted network QoS for both the uplink portion-only, as well as e2e media delivery (e.g., different bitrate/delay combinations). 
4 Summary and Proposal
This document discusses considerations and methods to be employed by the FLUS source in sending the live uplink media stream, assuming that it has knowledge about viewership and social engagement of its content. Potential uploading mechanisms for use by the sender are summarized below:
· Withhold uplink transmission altogether unless and until the sender is aware of actual viewership. Meanwhile, cache the content in the UE for uploading only upon reception request by viewer(s).
· Transmit over the uplink only an initial portion of the content while caching the remainder in the UE for uploading only upon awareness of viewer request.

· Stream immediately and continuously to network FLUS sink at high quality/bitrate with lax constraint on latency, prior to arrival of viewers. Upon determining presence of viewership, if the content has not been entirely uploaded, stream the remainder in low-latency and lower quality/bitrate mode.
· Given predictive information on positive viewership for a scheduled live streaming event, immediately perform uplink streaming at the scheduled start time, associated with low-latency e2e delivery by the network.
· Upload two different quality versions of the same content with different latency treatment by the network: 1) lower-quality version with strict latency requirement to enable live viewer engagement with the content, and 2) higher-quality version with lax latency requirement to enable on-demand viewer engagement with the content
As stated in Sec. 3.7, to enable usage of these different uplink transmission methods which may be associated with unique network QoS treatment, modifications to the existing F-C and F-U functionality as defined in TS 26.238 appear necessary. These include, for example, transfer of information on content viewership, selection of the desired uplink delivery method, and the request for and confirmation of network QoS for the chosen uplink delivery method.
It is proposed that SA4 discuss the usefulness for supporting various uplink streaming methods, which may be associated with different network QoS treatment, and depending on awareness by the FLUS source of measured or expected viewership and viewer engagement with media content delivered by the live uplink streaming service. Of the five methods described in this document, SA4 is asked to reach agreement on those, deemed relevant/useful, possibly with amendments, to enable normative solution mechanisms to be proposed in the future.
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