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Video SWG Minutes during SA4#98
10.1  
Opening of the session

Mr. Gilles Teniou (Orange, Chairman of Video SWG) opens the session on April 9, 2018 at 16:10. Mr. Thomas Stockhammer (Qualcomm) is assigned as scribe.

The minutes are shared online: https://docs.google.com/document/d/13pI9Er8yAqhXKrPNOv_MsbkWIDMvKVIdPwoauJOgEdI/edit?usp=sharing

The agenda was approved.

10.2  
Registration of documents

The following documents were registered before the meeting:

	S4-180335
	LS on QoE-VR
	ITU-T Q13/12
	5.3


	S4-180352
	pCR 26.118: Proposed Clarifications on Video Operating Points
	Intel
	10.6

	S4-180370
	pCR TS 26.118: Editor's Proposed Updates MISSING
	Qualcomm Incorporated
	10.6

	S4-180371
	pCR TS 26.118: End-to-end architecture and scope MISSING
	Qualcomm Incorporated
	10.6

	S4-180372
	pCR TS 26.118: Video Operation Points for TS 26.118
	Qualcomm Incorporated
	10.6

	S4-180373
	pCR TS 26.118: Media Profiles for Video
	Qualcomm Incorporated
	10.6

	S4-180374
	VRStream: Proposed Updated Workplan MISSING
	Qualcomm Incorporated
	10.6

	S4-180375
	VRStream: Proposed Exception Sheet MISSING
	Qualcomm Incorporated
	10.6

	S4-180386
	pCR TS 26.118: Video Operation Points
	LG Electronics Inc.
	10.6

	S4-180387
	pCR TS 26.118: Media Profiles for Video
	LG Electronics Inc.
	10.6

	S4-180388
	pCR TS 26.118: ISOBMFF Integration for Video
	LG Electronics Inc.
	10.6

	S4-180389
	pCR TS 26.118: Metadata
	LG Electronics Inc.
	10.6

	S4-180413
	Gap Analysis and Proposals for VR Stream Audio Profiles Submission Process
	Qualcomm Incorporated
	10.6

	S4-180458
	Proposal for VRStream audio bitrates
	Qualcomm Incorporated
	10.6

	S4-180459
	pCR TS 26.118: Video Operation Points for TS 26.118
	Fraunhofer HHI
	10.6

	S4-180460
	pCR TS 26.118: Media Profiles for Video
	Fraunhofer HHI
	10.6

	S4-180464
	On the Validity of the CIBR baseline testing for VRStream
	Qualcomm Incorporated
	10.6

	S4-180469
	DRAFT VRStream-2 - Submission Process for VRStream Audio Profiles
	Qualcomm Incorporated
	10.6

	S4-180471
	pCR 26.118: on Definitions for VRStream audio
	Qualcomm Incorporated
	10.6

	S4-180478
	VR Streaming Considerations MISSING
	Samsung Electronics Benelux BV
	10.6

	S4-180481
	API for binaural rendering (VRStream)
	ORANGE
	10.6

	S4-180482
	Proposed way forward for VRStream audio profile discussions
	Dolby Laboratories Inc., Ericsson LM, Nokia Corporation
	10.6

	S4-180483
	On Common Renderer API
	Dolby Laboratories Inc., Ericsson LM, Nokia Corporation
	10.6

	S4-180408
	Updated Time Plan for FS_QoE_VR
	Huawei Device Co., Ltd
	10.7

	S4-180409
	pCR 26929-v0.2.0 QoE metrics on Latency
	Huawei Device Co., Ltd
	10.7

	S4-180410
	pCR 26929-v0.2.0 QoE metrics on VR content
	Huawei Device Co., Ltd
	10.7

	S4-180419
	Discussion on viewport-related information flow MISSING
	Ericsson LM
	10.7

	S4-180420
	pCR TR 26.929: Viewport-related information flow MISSING
	Ericsson LM
	10.7

	S4-180376
	New SID on Considerations on Augmented Reality (AR) and eXtended Reality (XR) WITHDRAWN MISSING
	Qualcomm Incorporated
	10.8


	S4-180451
	HLG in 3GPP
	KPN N.V.
	10.10

	S4-180339
	pCR 26.959 Proposed Conclusions to Clause 8
	Intel
	10.11

	S4-180340
	pCR 26.959 Proposed Conclusions
	Intel
	10.11


10.3  
Reports and liaisons from other groups

	S4-180335
	LS on QoE-VR
	ITU-T Q13/12
	5.3


Presenter: Gilles Teniou (ORANGE)

Discussion:

· Thomas: We should just flag this to the SQ guys

· Ok

Decision:

· We postpone it and flag it to SQ and audio.

S4-180335 is postponed.

10.4  
CRs to Features in Release 14 and earlier

none

10.5  
CRs to completed Features in Release 15

 none
10.6  
VRStream (Virtual Reality Profiles for Streaming Media)

WID: SP‑170612 (WID NEW) New WID on Virtual Reality Profiles for Streaming Media (VRStream)

10.6.1 General Aspects
370

pCR TS26.118: Editor's Proposed Updates

371w

pCR TS26.118: End-to-end architecture and scope

374

VRStream: Proposed Updated Workplan

375

VRStream: Proposed Exception Sheet

	S4-180370
	pCR TS 26.118: Editor's Proposed Updates 
	Qualcomm Incorporated
	10.6


Presenter: Thomas Stockhammer (Qualcomm Incorporated)

Discussion:

· Sejin: Application may not be necessary

· Thomas: make it grey

· Serhan: What is config?

· Thomas: Change to high-level arrows

· Gunnar: Pose may not be used.

· Thomas correct

Decision:

· The document is noted, but agreed with the comments above and will be added to TS26.118 v0.5.0 in S4-180559.

S4-180370 is noted.

	S4-180559
	TS26.118 v0.5.0 (incl. Cover page)
	Qualcomm Incorporated
	10.6


S4-180559 is presented to SA4 plenary.

	S4-180374
	VRStream: Proposed Updated Workplan 
	Qualcomm Incorporated
	10.6


S4-180374 is discussed offline and will be brought to SA4 plenary.

	S4-180375
	VRStream: Proposed Exception Sheet 
	Qualcomm Incorporated
	10.6


S4-180375 is discussed offline and will be brought to SA4 plenary.

10.6.2 Video Aspects
352  
Proposed Clarification on Video Operation Points

[Intel] pCR on Director’s Cut overriding possibility

372  
pCR TS26.118: Video Operation Points for TS26.118

[Qualcomm] pCR on video operation points summary and requirements on formats (Basic AVC, Advanced AVC, Basic HEVC, Advanced HEVC)

373  
pCR TS26.118: Media Profiles for Video

[Qualcomm] Proposal to agree on the video OP and work on DASH media profiles by SA4#99

386  
pCR TS26.118 : Video Operation Points

[LG] proposal on Projection formats signalling and RWP in video OP

387  
pCR TS26.118 : Media Profiles for Video

[LG] AVC and HEVC viewport independent media profiles mapping to DASH

459  
pCR TS26.118: Video Operation Points for TS26.118

[Fraunhofer] AVC and HEVC viewport independent media profiles mapping to DASH

388  
pCR TS26.118 : ISOBMFF Integration for Video

[LG] File format integration of the different media profiles into ISO BMFF

389   
pCR TS26.118 : Metadata

[LG] Initial viewing orientation metadata        


460  
pCR TS26.118: Media Profiles for Video

[Fraunhofer] Proposal to split monoscopic and stereoscopic media profiles and OP

478
VR Streaming Considerations

	S4-180372
	pCR TS 26.118: Video Operation Points for TS 26.118
	Qualcomm Incorporated
	10.6


Presenter: Thomas Stockhammer (Qualcomm Incorporated)

Discussion:

· Dimitri: We would like to have RWP with a restricted coverage for basic H.264/AVC

· Thomas: I am sensitive to adding this as it may result in implementation problems

· Dimitri: Can we add an additional operation point?

· Gilles: I am sensitive to legacy operation point

· Sejin: use existing ERP as it is

· Gilles: Can we use 5.1 for all operation points of H.264/AVC

· Thomas: This is used in practical operations

· Dimitri: We could add another

· Imed: 4096 x 2048 may be used as well

· Need to check

· Serhan: 4320 x 2160 exceeds the resolution of H.265/HEVC level 5.1

· Need to check

· Gilles: define 4k and use 4K

· Thomas: ok

· Dimitri: Can we use different sample aspect rations

· Thomas: not necessarily, need good reasons

· Dimitri: Why region wise packing is using

· Sejin: Why director’s cut?

· Thomas: agree to reuse

· Sejin: it is called erp_guard_signalling

· Thomas: ok

· Sejin: Why do we exclude rotation

· Thomas: because I do not understand the reason

· Sejin: it can be moved to the center of the domain if the main content is outside of the coverage

· Imed: Only drunken director’s use it

· Gilles: explains it that it is the best in the horizon

· Imed: But this is only for coding efficiency

· Thomas: If we apply it, how often can I use it?

· Sejin: per RAP

· Thomas: Why not use region-wise packing?

· Sejin: solve as different use case

· Thomas: but it is for coding efficiency reasons

· Gilles: no

· Thomas: yes

· Gilles: TaB and also SbS?

· Thomas: limit option

· Gilles: Can we add the coding restrictions in an Annex?

· Thomas: Sure

· Thomas: guard-band yes or no?

· Sejin: can do the same RWP

· Thomas: ok

Decision:

· The document is used as the baseline to combine the above comments and the other agreed aspects on the operation points into a single pCR in S4-180556.

S4-180471 is noted.

	S4-180556
	pCR TS 26.118: Video Operation Points
	Qualcomm Incorporated, LG Electronics Inc., Fraunhofer HHI
	10.6


S4-180556 is discussed offline and will be brought to SA4 plenary.

	S4-180386
	pCR TS 26.118: Video Operation Points
	LG Electronics Inc.
	10.6


Presenter: Sejin Oh (LGE)

Discussion:

· All issues have already been addressed above

· Some corrections are relevant.

Decision:

· The document is noted. Relevant aspects will be merged into S4-180556.

S4-180471 is noted.

	S4-180459
	pCR TS 26.118: Video Operation Points for TS 26.118
	Fraunhofer HHI
	10.6


Presenter: Serhan Gül (Fraunhofer HHI)

Discussion:

· Thomas: I want to avoid to have an inflation of operation point. We need good reasons to split out one and it is not a hardware issue

· Dimitri: Why not?

· Imed: stereo is important

· As a summary, we do not see that we need a separate operation point.

· Thomas: On the SEI message processing, I agree in principle, but we need to make sure that the dynamics of the SEI messages can be provided in the File format.

Decision:

· The document is noted and agreements are merged into S4-180556.

S4-180459 is noted.

	S4-180373
	pCR TS 26.118: Media Profiles for Video
	Qualcomm Incorporated
	10.6


Presenter: Thomas Stockhammer (Qualcomm Incorporated)

Discussion:

· Dimitri: Can we add hev2 as well?

· Thomas: not in this profile, but open in other case 

· Imed: Would add resv to all profiles, or to at least not add it to the first ones.

· Thomas: agree, we need to check it

· We need to check the details on the resv signaling 

Decision:

· The document is noted with the intent to create a merged version with the two other contributions in S4-180557.

S4-180373 is noted.

	S4-180352
	pCR 26.118: Proposed Clarifications on Video Operating Points
	Intel
	10.6


Presenter: Ozgur Oyman (Intel)

Discussion:

· Thomas: We removed the director’s cut from the operation points as it is not media specific, but service specific.

· More discussion on this:

· Use cases

· Flat screen consumption

· Supported by local guiding of the user

· We expect that use cases are brought to motivate the director’s cut

· The usage of such metadata track for the receiver will be discussed along with a proposal, but basically it is a receiver decision. Only if the metadata track is used, there may be processing requirements for the receiver.

Decision:

· The document is noted. The principle concern is agreed and is addressed by the actions concluded earlier

S4-180352 is noted.

	S4-180557
	pCR TS 26.118: Media Profiles for Video
	Qualcomm Incorporated, LG Electronics Inc., Fraunhofer HHI
	10.6


S4-180557 is discussed offline and will be brought to SA4 plenary.

	S4-180387
	pCR TS 26.118: Media Profiles for Video
	LG Electronics Inc.
	10.6


Presenter: Sejin Oh (LGE)

Discussion:

· Thomas: generally, agree, but we should carefully check what features we really need and not strive for all OMAF tools, especially for the

Decision:

· The document is noted with the intent to create a merged version with the two other contributions in S4-180557. 

S4-180387 is noted.

	S4-180460
	pCR TS 26.118: Media Profiles for Video
	Fraunhofer HHI
	10.6


Presenter: Serhan Gül (Fraunhofer)

Discussion:

· Discussion on the coverage:

· Thomas: Coverage is a content property, not a media type issue. If we need to provide a signalling for this, we can add this on the file format level or on the DASH level.

· Dimitri: We do can use this for coding efficiency.

· Still unclear if we add this

· Deferred to the profile discussions

· Reviewing the viewport independent profile

· Cubemap is not applicable

· Many aspects not applicable

· We rather start with the LG proposal

· Basic decision to have a simple viewport dependent profile and we may add a viewport-dependent profile based on hev2.

· Gilles prefers to keep the specification simple

Decision:

· We decide to have 5 media profiles in the draft output

· 4 based on QC contribution

· 1 hev2 based on Fraunhofer

· We use LG contribution for the text proposal

· The document is noted with the intent to create a merged version with the two other contributions in S4-180557. 

S4-180460 is noted.

	S4-180388
	pCR TS 26.118: ISOBMFF Integration for Video
	LG Electronics Inc.
	10.6


Presenter: Sejin Oh (LGE)

Discussion:

· Thomas: By adopting this we basically say that we conform to OMAF. Believe we should carefully check if we want to make this for all operation points by default OMAF conforming. Three options:

· We always conform to OMAF

· We document what is needed to conform to OMAF

· We use from OMAF if it is the needed for functionality

·  The decision is not taken right away, and it may be media profile dependent. 

Decision:

· The document is used as baseline for drafting. Thanks

S4-180388 is noted.

	S4-180478
	VR Streaming Considerations 
	Samsung Electronics Benelux BV
	10.6


Presenter: Imed Bouazizi (Samsung)

Discussion:

· Thomas: on the maximum number, is it a real burden.

· Imed: It is more a complexity, so we add a recommendation that you should not unnecessary increase the numbers.

· Thomas: What about the dynamics?

· Imed: It should not be dynamic, and there is a synchronization

· Thomas: Only change at RAP, not at frame level

· Imed: Only make sure that the synchronization is accurate.

Decision:

· We take the above discussion into account in an update of the media profiles and operation points.

S4-180478 is noted.

	S4-180389
	pCR TS 26.118: Metadata
	LG Electronics Inc.
	10.6


Presenter: Sejin Oh (LG Electronics)

Discussion:

· Thomas: I am ok with the general with adding this, but not with the refresh flag. This is an issue of the content author.

· Gilles: not yet clear

· Gilles: There is a problem when you start looking downwards that the reference system is providing a wrong reference system

· Thomas: agree on this. Maybe providing it is ok, but then it is implementation dependent on what you can use.

· Gilles: Agree that for 360 video, you leave it to the user

· Thomas: We should add a statement that the content should align to 0 for its main view direction, despite this is obvious.

· More discussion on this, but still unclear if this is can be used properly. General agreement that a well-defined director’s cut is good enough and there may be multiple of those. The content should always be offered such that the content producer puts the default scene in the zero anchor system.

· Thomas: informative it would be ok, but we need to make sure that the regular playback is absolutely safe.

Decision:

· We need more time to understand the details here, but generally we want to have metadata that describe content properties rather than player instructions. Offline discussion encouraged.

S4-180389 is noted.

10.6.3 Audio Aspects

413   
Gap Analysis and Proposals for VR Stream Audio Profiles Submission Process

[Qualcomm] Propositions for fulfilling the gaps in the submission process of audio candidates

458  
Proposal for VRStream Audio bitrates

[Qualcomm] proposal that the OP of 128, 256, 384 and 512kbps be used

464  
On the validity of the CIBR baseline testing for VR Stream

[Qualcomm] test results for the CCR based assessment of a renderer

469  
Submission Process for VRStream Audio Profiles

[Qualcomm] Minimum Required Submission Information for VRStream Audio Profiles

471  
pCR to 26.118 on Definitions for VRStream audio

[Qualcomm] Adds a definitions section for certain audio related terms in 26.118

481  
API for binaural rendering (VRStream)

[Orange] proposal to define an API for the VRStream audio profiles

482  
Proposed way forward for VRStream audio profile discussions

[Dolby, Ericsson, Nokia] list of key issues to be solved on audio aspects

483  
On Common Renderer API

[Dolby, Ericsson, Nokia] definitions of Common renderer API

	S4-180413
	Gap Analysis and Proposals for VR Stream Audio Profiles Submission Process
	Qualcomm Incorporated
	10.6


Presenter: Andre Schevciw (Qualcomm Incorporated)

Discussion:

· General amusement about CRAPI

· Stefan: Concern on Gap on CRAPI gap. Proposes two options:

· Jointly define an API

· Every codec defines each owns API

· Andre: It is understood that the common renderer API needs to be defined. But we need to make sure that this is done properly.

· Stefan: How would this work in the time frame and holding back?

· Andre: Holding it back and doing it in parallel is an option

· Stefan: What about the external API, I do not understand all details

· Andre: there is a separate document on this matter

· Stefan: I do not understand all details there

· Andre: What is your proposal?

· Stefan: If we can get it done in Rel-15, it is good. Otherwise, it can be done with an external renderer API only.

· Andre: We have already agreed that there will be common renderer API. The key issue is that CRAPI is done in parallel.

· Gilles: I prefer that a CRAPI is defined in VRStream

· Stefan: We want CRAPI to be done in Rel-15

· Thomas: A key issue is that CRAPI is implementable

· Stefan: Yes implementation in Rel-15 is important

· Thomas: No, implementation on HW is the key issue

· Stefan: And the quality as well

· Andre: We agree to do it in Rel 15. Likely in VRStream

· Stefan: Assuming that there is a internal renderer API, does it also require an external renderer?

· Andre: Yes, this is case

· Stefan: But then how does this work?

· Andre: We are testing this with an external renderer, this is consistent.

· Gilles: Is the external renderer universal or specific?

· Andre: It is specific to a solution. 

· Nils: In order to start the work on the common renderer API, the proponent need to participate

· Stephane: there is an and/or on supported. It should be an “and”

· Andre: agree

· Tomas: We would like to see a lower profile renderer, for example 22.2, how would it work with a lower end profile. How does it look like? It may have some disadvantage with some content.

· Andre: We discuss a bit more what a CIBR is. We discuss the baseline and the baseline may be dependent on profile.

· Gilles: You say that all qualified VRStream Audio Profiles shall be selected. This is a pretty heavy statement

· Andre: Do not know how this could be done differently

· Gilles: At least there should be sufficient support for using the technology.

· Thomas: I would prefer a different approach that it says that “Non-qualified VRStream Audio Profiles are not selected”

· Gilles: Can you give it a try to change the sentence.

· Andre: change all to only, - this seems to be a step forward

· Nils: shall be considered as VRStream Audio Profiles

· Stefan: Make the [should/shall] to a should

· Andre: this is ok according to what is documented in the table

· Stefan: proposes to add a reference to the table

· Andre: ok we can do later

· Stefan: I am concerned on the score “Excellent” being as qualified. A low bitrate codec may be important

· Andre: This is interesting as in the context of VR, it would be strange to be lower than broadcast quality. 

· Stefan: We are mixing evaluation of the profiles with service definitions.

· Gilles: I want to have a choice as the service provider to understand the quality

· Andre: We can remove the [only] - agreed

· Stefan: the next bullet point, we should be careful. Stefan proposes to leave it open

· Andre: there is a baseline and you do not want to be worse than this

· Stefan: wants something different, but not clear what

· Paolo: Is there any result for this?

· Stefan: We propose to use the production renderer

· Thomas: Does it include binauralization?

· Stefan: You can add it

· Andre: But we need a head tracker and with our proposal using the Google Renderer than this works. MUSHRA is not feasible with this.

· Stefan: I have not seen any tests with head tracking

· Stefan: I do not understand the test material selection. Some may not be available

· Thomas: Then let’s use only available material

· Stefan: OK

· Andre: Without test material, this is no test

· Stefan: Every proponent can pick its own material

· Thomas: this dimishes the value of the characterization

· Andre: no common test pool is of no value for the service provider. You can customize your content to your codec.

· Gilles: At least cross-check needs to be possible

· Thomas: I do not understand why we would do this and not try to create value. It would be like submitting video codec proposal for which everyone provides its own test material.

· Thomas: this is a very constructive proposal and I do not understand why this is not progressed. We can always do differently. But we need some constructive proposals.

· Stephane: Can we contribute as non-proponent

· Andre: principally yes, but the legal framework may be more difficult

· Stefan: So you need a legal framework

· Andre: Yes, this was documented before

· Andre: What is the issue of Dolby on providing content? Is it the NDA issue?

· Stefan: We can likely contribute, but need to check the legal framework

· Tomas: What is the metadata for the object? Is this agreed?

· Andre: Need to agree on this but should not be so complicated

· Gilles: The main issue I hear around this section is that Dolby objects as they may to provide the content. But if you can not propose content, others can provide it.

· Andre: Change Proponent of Audio profiles to Test Material Proponent

· Andre: Does this change the objection from Dolby?

· Stefan: We still have an object metadata problem and we would like to think about this? The modification is makes it much better

Decision:

· The document is revised taking into account the comments made online

S4-180413 is revised in S4-180551.

	S4-180551
	Gap Analysis and Proposals for VR Stream Audio Profiles Submission Process version 2
	Qualcomm Incorporated
	10.6


S4-180551will be presented to SA4 closing plenary due to lack of time
	S4-180458
	Proposal for VRStream audio bitrates
	Qualcomm Incorporated
	10.6


Presenter: Andre Schevciw (Qualcomm Incorporated)

Discussion:

· Thomas: Do we need to specify if it is constant or variable bitrate. 

· Stefan D: this should be defined in a variable manner, for example a peak bitrate over a 1 second

· Stefan: We should do a quality criteria for which the minimum required bitrate is provided.

· Tomas: The sweet point may be at slightly different bitrates

· Thomas: We can permit for different bitrates to be submitted as well. 

· Andre: This is anyways a should, so not a hard requirement

· Tomas: There is difference on source content complexity and how to address

· Nils: We still need to fix the bitrate

· Thomas: Would propose st max bitrate over 1 second window

· Stefan D: makes sense 

· Stefan B: We would prefer a rate-distortion point curve.

· Gilles: getting consistent results for defined bitrates is necessary.

· Andre: constraining the bitrate like this makes it more consistent

· Dave: You need to fix one of the two, quality or bitrate. Fixing quality seems awfully complex

· Thomas: Do you wanna fix quality per content item or is it a general fix?

· Stefan: not per content item likely.

· Gilles: re-iterates that these data points seem reasonable and additional information can always be provided.

· Stefan: I want to have a bit more flexibility in the bitrates

· Thomas: If we add 10%, we can add 10% to the stated bitrates

· Dave: we obviously need to report the actual bitrates and lower bitrates can be judged better.

· Stefan D: do not understand why we have these different bitrates being considered, we allow variability across different items.

· Tomas: There may be a saturation, so not all results may have to be supported.

· Thomas: this may be considered as filler data

· Gilles: an online sentence is generated

· Dave: the issue of bitrates in ranges is really not good as it makes you think if you should do the lower end or the upper end.

· Thomas: agree, it is tricky. But we have to live with it due to a single company, isn’t it?

· Stefan: Yes, we prefer to have 10% variation

· All: ok we need to compromise, otherwise can never conclude.

· Summary comments:

· Online agreements on the bitrate targets, etc.

· In addition to do is the definition of bitrates as well as random access and metadata.

Decision:

· The document is revised taking into account online agreements as well as the comments above. 

S4-180458 is revised to S4-180553.

	S4-180553
	Proposal for VRStream audio bitrates
	Qualcomm Incorporated
	10.6


S4-180553 will be presented to SA4 closing plenary due to lack of time

	S4-180464
	On the Validity of the CIBR baseline testing for VRStream
	Qualcomm Incorporated
	10.6


Presenter: Andre Schevciw (Qualcomm Incorporated)

Discussion:

· It was already presented and discussion was received.

· Stefan: There was a long discussion on the document in SQ and we do not want to repeat this. But just to highlight the results in figure 3, it shows that the CIBR may be better than the reference renderer. Therefore, we would like to point that the reference renderer has a problem and the approach has a problem

· Andre: More details need to be defined

· Stephane: What is foreseen for test 3? Do we allow personalized HRTF?

· Andre: We would like to do head tracking, but you need a full HRTF set. But personalized HRTF set is may be tricky

· Thomas: Is the problem the RR or the CIBR?

· Andre: It is still statistically better

· Thomas: So to Stephane, how we can constructively move this forward

· Stephane: We believe that third order is too high, we want use first order?

· Thomas: Just for the compromise issue, can we not use second order

· Andre: may work, let’s if this is supported

· Stephane: What about the ITU-R renderer? Is it available as well?

· Stefan: have not presented yet?

· Andre: just to clarify that this is no renderer basically. CIBR is just a binaurilizer, it is not even a renderer. For ITU-R ADM you still need a binauralizer.

· Stefan: This may be something to be discussed, maybe change some terminology.

· Gilles: Would you agree that would accept the CIBR renderer if other renderers also would be accepted?

· Stefan: We want to be able to use ITU-R based renderer with a Google plug-in. It would ok as long as we agree on a different name:

· Andre: Yes - or looking at Andre, maybe …. not yes. 

Decision:

· The document may serve as a component for a constructive convergence. But it needs some more detailed consideration on ADM renderer in the other contributions.

S4-180464 is noted.

	S4-180469
	DRAFT VRStream-2 - Submission Process for VRStream Audio Profiles
	Qualcomm Incorporated
	10.6


Presenter: Andre Schevciw (Qualcomm Incorporated)

Discussion:

· Some comments had been addressed with 413 and should be added here as well.

Decision:

· The document is agreed as a baseline, updates will be done accordingly.

S4-180469 is revised is S4-160552.

	S4-180552
	DRAFT VRStream-3 - Submission Process for VRStream Audio Profiles
	Qualcomm Incorporated
	10.6


S4-180552 will be presented to SA4 closing plenary due to lack of time

	S4-180471
	pCR 26.118: on Definitions for VRStream audio
	Qualcomm Incorporated
	10.6


S4-180571 will be presented to SA4 closing plenary due to lack of time

	S4-180481
	API for binaural rendering (VRStream)
	ORANGE
	10.6


Presenter: Stéphane Ragot (ORANGE)

Discussion:

· Stefan: We talk about API, this is SW. If we consider a renderer, do we deliver a source code?

· Stephane: The format should be clear, for example MPEG-H audio provide an API spec. Also SOFA is gaining traction and is another example on how an API can be defined. Also for services, you do not have access to real internal code of the clients, you may no access to an HRTF. If we have the interface and cannot use it, it would be a pity. So we need a service API.

· Sang Bae: Enabling an interface for HRTF means that the renderer is a mandatory part of the profile, isn’t it?

· Stephane: also good question, but we speak about the reference renderer.

· Thomas: For reference renderer, it is not a request to the proponent, but a join work

· Stephane: correct, but may be some work necessary for specific low-level difference for the proponents

· Gilles: You wanna plug your own HRTF

· Stefan: If you go an OEM, and here is my latest stuff. Is it the UE providers choice to support the HRTF API?

· Discussion

· Stefan: We should not make it a requirement for the implementation

· Andre: But it can be a differentiating feature

· Stefan: agree

· Andre: BTW, this is already here from the last meeting

· Stephane: The format is new, we have a strawman, but open for discussion.

· Tomas: Is it proposed to be used or is it a proponent decision?

· Stephane: Better use this one. But it is not the only format. Common format would be good.

· Andre: HRTF API has been discussed and was agreed. Common API is even better, so replicating HRTF sets is actually a burden. So I am sympathetic to the proposal and SOFA is good as well.

Decision:

· The document is agreed with SOFA being the format. SOFA is in brackets. The renderer needs to be finally defined.

S4-180481 is agreed.

	S4-180482
	Proposed way forward for VRStream audio profile discussions
	Dolby Laboratories Inc., Ericsson LM, Nokia Corporation
	10.6


Presenter: Stefan Bruhn (Dolby)

Discussion:

· Andre: We should look at the other contribution on the pCR that combines the ITU-R renderer with the CIBR. This should address the middle ground of the two

· Fabian: Do not understand why the production renderer for loudspeaker output can be used for binaural rendering? Also multiple renderers

· Stefan: Would select the proper renderer of the many ones. Would also mean that the content submission would point to the renderer to be used.

· Nils: during coffee break it was asked what is the production renderer? How can we agree on something we have not seen anything?

· Stefan: We can send an LS to ITU-R and consider our request. They may be used in the implementation.

· Nils: We know that implementation are available. But you mention you wanna use some parameters that match to ADM in the content?

· Stefan: We need to anyway define metadata for object

· Thomas: What is the confidence that we make this work?

· Stefan: We need to send LS and see what happens?

· Thomas: is this realistic to happen? Or do we need an alternative path.

· Stefan: We believe we have a chance

· Sang Bae: If content is made from FB work station, it is not appropriate to use ITU-R renderer

· Stefan: It would not be verified with the renderer

· Sang Bae: If material is from ITU-R it is ok, but there is other content that is based on Google renderer

· Stefan: Should not be black or white. 

· Sang Bae: Would not want ITU-R renderer to be used

· Gilles: Why is ITU-R renderer better?

· Stefan: It is a high-quality anchor, the Ambix is the lower end renderer

· Gilles: It was the intent to have a lower end renderer as a baseline

· Andre: We provided result for third order renderer, it was considered to be too good. The ITU-R renderer is not binauralisation. Google does head tracking and binauralisation, They are complementary. Lets’s clarify this, otherwise we can not move forward

· Stefan: Not agree. Your renderer is a minPerfRenderer. You should be worse than this one. But we are also interested in high-quality result. So reference quality is difficult to decide. But if we use a renderer that has been used for the production of the renderer and we would be close to the quality level.

· Andre: Let’s abstract. The production has to be gone over binauralisation, but this is broadcast renderer. So we need binauralisation and head tracking

· Stefan: We have no experience with this testing. Show me any tests in this area.

· Andre: We can do this. You are proposing a loudspeaker based renderer. But we do propose to use the loudspeaker and than the Google renderer is used for binauralisation
· Nils: Tons of paper, can provide references. Additional evidence

· Andre: We keep it collaborative effort

· Thomas: Are we all agreeing that the main use case is binauralized consumption.

· Stefan: We agree on this

· Gilles: We want to document the characterization results on the renderer.

· Stefan: This contribution is inclusive to have two quality references

· Andre: this is not the problem. You want loudspeaker output being binaurilzed, but we want head tracking included. Otherwise it is a loudspeaker output test. This is covered by the pCR that I submitted.

· Nils: ITU-R w/o scene-based renderer is suboptimal. 

· Stefan: You are favouring ambisonics rendering.

· Nils: There is limitation

· Gilles: Can we leave it to the proponent to use any renderer?

· Andre: this just results that you make your anchor worse

· Andre: Why are not using the ITU-R renderer plus the Google renderer for binauralisation?

· Stefan: I am not against this.

Decision:

· The document is noted

S4-180482 is noted (see SQ report).

	S4-180598
	pCR to 26.259 on Subjective Tests for VR Streaming Audio Profiles
	Qualcomm Incorporated
	10.6


Presenter: Andre Schevciw (Qualcomm Incorporated)

Also minuted in SQ under LiQuiMas.

Discussion:

· Stefan: Need more time on the details. But on the loudness issue, what does this mean if this is not fulfilled

· Andre: It is just for monitoring, for example you should not just add a gain by being louder

· Sang Bae: On the GUI, can there be any collaboration on the GUI?

· Andre: Sure, not available

· Sang Bae: Switching between two renderers may not be trivial, so how can we implement this

· Andre: We can discuss this offline, but up to proponents and doable

· Sang Bae: is there any restriction on latency to reflect motion-sensity?

· Andre: Using motion tracking is important

· Sang Bae: If both signals are dragging, than you may have an issue

· Andre: But we know with the anchor sensing is just going into the platform. We can address this.

· Sang Bae: If we try to build the GUI, but we do not have not experience, than the motion to sound latency may be bad.

· Andre: You have to support a VST plugin, but we can define a thresholds such following the 60ms recommendation from the TR

· (Dolby): The 6 sec and 12 sec is tricky and requires some clarifications 

· Stefan: Want to communicate to colleagues and want to draft some updates to connect the ITU-R renderer to the contribution

· Andre: There is a Documented Renderer - not explicitly ITU-R. Just makes it less committed to the ITU-R renderer

· Stefan: What is the time frame?

· Thomas: How long do you need?

· Stefan: also others

· Thomas: How long do YOU need?

· Stefan: 4-6 weeks

· Andre: an intern can do it quicker

· Tomas: Is it the same renderer or each can use differently.

· Andre: the specific config is the google, for your own renderer you use whatever you want.

· Stefan: It is only for the reference

· Tomas: The higher the order, the better it is. So can we had higher

· Andre: If you need more than 3, you need your own plugin

· Tomas: The codec profile would be configured to not provide better quality that 3rd order ambisonics

· Tomas: Can you provide some guidelines on how to implement this

· Andre: Sure we can help

· Gilles: Implementing the GUI?

· Andre: Sure we can do offline discussion

· Stefan: Now we have tests for 2 anchor conditions, 1-order B Format and 3rd order B Format. But I was requesting a connection to the ITU-R renderer the third order. 

· Andre: Some metadata?

· Gilles: no document itu-r renderer

· Andre: ITU-R renderer, what is the timeline?

· Stefan: We can send and dispose at next telco

· DTS: Where is ITU-R renderer

· Stefan: It is in the documented renderer

· Andre: Correct

· Summary:

· No major concerns, some clarifications, also some try it out and evaluate.

· Andre asks for agreements in brackets and we move forward 

· Needs to be addressed for the 0.2.0, not 0.0.2

· We try to do an offline revision to remove as many square brackets as possible.

· Note is added to address the possible candidates for the Documented Loudspeaker Renderer.

Decision:

· The document is S4-180598 is noted.

	S4-180483
	On Common Renderer API
	Dolby Laboratories Inc., Ericsson LM, Nokia Corporation
	10.6


Presenter: Stefan Bruhn (Dolby)

Discussion:

· Andre: What about CRAPI?
· Stefan: Release 16 is too late

· Fabian: additional elements may be required. The contribution from the telco only was a starting point for consideration

· Stefan: Proposal only to work in an open manner

· Fabian: A lot of elements metadata are not connected to VR. ADM needs to be refined. External API for highest possible quality. Common Reference API would integrate specific metadata.

· Nils: I think CRAPI would contain those common parameters 

· Fabian: We don’t know the proposals so it’s difficult to identify the specific parameters.

· Lasse: How de we define CRAPI now if we have additional profiles in the future?

· Andre: Then it’s not CRAPI anymore

Decision:

· The document is S4-180483 is noted.

10.7  
FS_QoE_VR (QoE metrics for VR)

WID: SP‑170614 (SID NEW) New Study Item on QoE metrics for VR (FS_QoE_VR)

	S4-180408
	Updated Time Plan for FS_QoE_VR
	Huawei Device Co., Ltd
	10.7




Presenter: Lily (Huawei)

Discussion:

· Gilles: add actions for SA4 for TR actions (information at SA4#99 and approval preparation SA4#100)

· Thomas: Why are excluding SA4#101 from working on the document?

Decision:

· The document is revised

S4-180410 is revised into S4-180555.

	S4-180409
	pCR 26929-v0.2.0 QoE metrics on Latency
	Huawei Device Co., Ltd
	10.7


Presenter: Lily (Huawei)

Discussion:

· Gunnar: Display of the high resolution may come from other source such as network bandwidth changes.

· Thomas: You can measure the time that an indication of a new configuration is issued to the DASH client until this is decoded. Whether this is rendered or not is a different issue and cannot be measured.

· Ozgur: We should measure the time of arrival of the first byte.

· Gilles: I understand the introduction, but I do not understand the metric

· Lily: We should discuss the details with VR-IF

· Gunnar: We need to get into many more technical details

· Thomas: There is a huge gap between a subjective discussion on latency and a measurable metric that can be implemented

Decision:

· The document is revised

S4-180410 is revised into S4-180555.

	S4-180555
	pCRr1 26929-v0.2.0 QoE metrics on Latency
	Huawei Device Co., Ltd
	10.7


S4-180555 is withdrawn.

	S4-180410
	pCR 26929-v0.2.0 QoE metrics on VR content
	Huawei Device Co., Ltd
	10.7


Presenter: Lily (Huawei)

Discussion:

· Gunnar: Same table, I still do not understand how do can use this information

· Lilly: yes, it report the representation 

· Ozgur: Would report what is consumed. I do not understand what the viewport indicator is about.

· Thomas: this can change very quickly, so timing is very different. It changes very quickly. So timing values do not change

· Gilles: I wanna know the high-resolution presentation

· Thomas: this changes very very quickly and is very hard to collect as someone needs to understand a lot of details of DASH operation, rendering, regionwise packing and so on.

· Lily: this is too detailed

· Thomas: no, because we spending a lot of time on this and we need to understand the details. 

· Gilles: If I am able on what representations are requested, I have an idea what is presented.

· Dimitri: How do you compute the value of the viewport indicator? It is difficult.

· Lily: it is simple, just an application

· Thomas: But 0 and 1 is to coarse, you have 98% LR and 2% HR, but you still say HR is presented. And it needs to be sent every 1000Hz - higher than video data rate

· Ozgur: I believe we should use the playlist

· Thomas: I do not understand what we want to report

· Gilles: We want to report the low resolution and the high resolution tiles percentages

· Thomas: This can be done, but it requires detailed algorithms to derive this metric.

· Gilles: Invites to provide a clear use case description for the next meeting

Decision:

· The document is noted

S4-180410 is noted.

	S4-180419
	Discussion on viewport-related information flow
	Ericsson LM
	10.7


Presenter: Gunnar Heikkäla (Ericsson)

Discussion:

· Lily: The OMAF model is similar

· Gunnar: correct

· Thomas: change viewport to pose according to VR Stream

· Gunnar: agree, will change

· Lily: For discussing the metrics, do we change the model

· Gunnar: we do not have change the diagram, but it is required for me to understand the details

· Thomas: terminate the arrow for pose in the renderer as well

· Gunnar: agree

· Ozgur: can we also make a viewport-independent work flow

· Gunnar: yes basically the lower flow, can be added as well

Decision:

· The document will not be revised, but the above comments will be taken into account in an update of 420.

S4-180419 is agreed.

	S4-180420
	pCR TR 26.929: Viewport-related information flow
	Ericsson LM
	10.7


Presenter: Gunnar Heikkäla (Ericsson)

Discussion:

· See above

· Lily: It says that the reference model may not be accurate

· Gunnar: will update and reformulate the parapgraph

· Lily: agree

· Gilles: prefer to reference VR stream instead of using OMAF reference. Look in TS26.118

· Gunnar: agree

Decision:

· The document will not be revised, taking into account the comments along with 419 and the comments above.

S4-180420 is revised to S4-180554.

	S4-180554
	pCR TR 26.929r1: Viewport-related information flow
	Ericsson LM
	10.7


Presenter: Gunnar Heikkäla (Ericsson)

Discussion:

· Thomas: add a note that the figure

· Gunnar: will do

· Gunnar: also reflect this in the sequence diagram

Decision:

· The document is agreed with the changes above and will be added to an updated version of TR26.929 in S4-180560.

S4-180554 is agreed.

	S4-180560
	TR 26929-v0.3.0
	Huawei Device Co., Ltd (Rapporteur)
	10.7


S4-180560 is presented to SA4 plenary.

10.8  
New Work / New Work Items and Study Items

	S4-180376
	New SID on Considerations on Augmented Reality (AR) and eXtended Reality (XR) WITHDRAWN MISSING
	Qualcomm Incorporated
	10.8


	S4-180558
	New WID on HLG
	Sony
	10.8


S4-180558 is presented to SA4 plenary.
10.9  
Liaisons and Liaison Responses

none

10.10
Any Other Business

	S4-180451
	HLG in 3GPP
	KPN N.V.
	10.10


Presenter: Simon Gunkel (KPN)

Discussion:

· Gilles: Is this about BBC and NHK using it?

· Simon: It is used for example for the Olympics

· Paul: Sony supports this

· Thomas: Generally neutral - two issues however: no backward compatibility problem in 3GPP and you can easily convert HLG to PQ.

· Paul: no backward compatibility

· Simon: Conversion adds complexity

· Thomas: adding options was may add even more complexity

· Gilles: We did not add it because we checked if there market relevance. Question is whether anyone will refer to the 3GPP specification.

· Paul: There is a business case to add it on 3GPP.

· Thomas: Is it an attempt to say that you want to generate content once and than distribute the content for 3GPP and DVB-DASH

· Simon: no this is not the case, we are only interested for HLG content distribution

· Paul: This is a first step to make sure that this can happen.

· Thomas: Just uncomfortable that we have CMAF, CTA WAVE, DASH-IF, 3GPP SA4 and DVB-DASH versions for basically the same.

Decision:

· The document is noted. There will be a presentation of a WID.

S4-180451 is noted.

There was also a discussion on the timeline:

· We do an exception for VRSTREAM, likely one meeting cycle,

· We need to align with the audio people. For video, one cycle seems sufficient.

· Telcos will be scheduled.

· We may consider having a 1 day meeting in Rome prior to SA4#99.

10.11
Close of the session

The chairman thanked the participants. The participants thanked the chairman. 

The session was closed on April 12, 2018 at 10:50am. (same time as in Fukuoka). 
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