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1. Abstract
IVAS addresses diverse immersive use cases with distinct service requirements. Thus, one-fits-all codec requirements would likely be an unnecessary burden and compromise implementability and/or efficiency of the codec. In order for the codec to address the different use cases in the best possible way, the source suggests specifying use case specific IVAS codec design constraints and performance requirements.
In this contribution the source provides a discussion of the diverse requirements of the three main IVAS use cases. A qualitative overview of the resulting design constraints for these use cases is derived from that discussion. Based on that discussion and overview , it is suggested to agree on the general concept of specifying use case specific design constraints. Subsequently, there should also be use case specific performance requirements. 
2. Discussion
At last SA4 meeting the source proposed use case specific IVAS design constraints [1]. This proposal was discussed but could not yet be agreed yet at that meeting. Here, the source presents further discussion from a use case perspective leading to a better justification of the need of use case specific design constraints and performance requirements.
2.1 [bookmark: _Hlk510514485]Use case: Stereo and spatial telephony, VR conversational communication 

This use case is an extension of traditional telephony and as such employed in large volumes. To ensure cost efficient deployment in telecom operator networks, high-efficiency low-rate modes will be needed. Accordingly, this use case will require operation at relatively low bit rates that are a prerequisite for cost efficient service deployment.

Besides high coding efficiency, algorithmic delay is another important parameter for this use case as it is associated with conversational service quality. However, coding efficiency and algorithmic delay are mutually dependent entities, between which a trade-off is required. The guideline for setting an algorithmic delay constraint for this use case is thus to keep the delay as low as possible without unduly limiting the achievable coding efficiency. Different delay limits may be considered for the different required audio input formats.  This reflects especially that stereo and especially immersive audio rendering may require additional delay on top of the actual algorithmic codec delay.

High coding efficiency and high-quality operation at lowest possible bit rates typically requires relatively complex operation, as becomes apparent with the EVS codec. The source is hence of the opinion that the complexity limits for the IVAS codec operation under this use case may be relatively relaxed, though it must be ensured that operation is possible with a broad range of UE capability, starting from the capability of typical low-end, entry-level UEs.  

This use case does not impose requirements on advanced audio ingest formats. Besides mono operation there should be support of stereo and spatial input signals that are practically relevant for UE capturing. This includes stereo captured with various microphone configurations (XY, M/S, ORTF, A/B input) and spatial formats such as planar 1st order (B-format). The recently proposed MASA format [2] should be discussed further and be seriously considered.
    
Embedded scalability with the EVS codec bitstream included in bit streams of IVAS stereo or spatial operation modes has been proposed previously. The source is of the opinion that this constraint should not be set for the present use case since embedded scalability is likely to compromise coding efficiency. In case an endpoint requires EVS mono coding the corresponding operation mode should rather be selected by mode adaptation mechanisms. 

DTX operation is a means for improving transmission efficiency and is frequently used for voice telephony services. Support of DTX operation should thus be required for IVAS operation under this use case, at least at low bit rates.  

2.2 Use case: Spatial conferencing 

The source discussed this use case in-depth in [2]. As motivated in that contribution scalable spatial conferencing applications require low-complexity operation in order to enable highly scalable conferencing services. Thus, conferencing modes are required with a different complexity/efficiency trade-off than high-efficiency operation modes. The design goal of these codec modes is best possible performance at a strict low-complexity limit.

More specifically, the spatial conferencing use case does not require operation at the low bit rates required for the stereo and spatial telephony use case. Operation should rather be enabled down to intermediate bit rates of about 24.4 kbps.

Compromising on highly efficient low bit rate operation should on the other hand enable low-complexity operation meeting significantly lower complexity limits than applicable for the telephony use case. A particular design constraint of relevancy for conference servers is a low-complexity constraint for mixing.

As spatial conferencing requires a different trade-off between coding efficiency and complexity, there may also be another trade-off with regards to algorithmic delay. Algorithmic delay should be somewhat relaxed, as this may enable better possibilities to achieve high performance at low complexity. Like in the previous use case, stereo and immersive audio rendering should be allowed to consume some extra delay on top of the algorithmic codec delay.

This use case places similar requirements on the audio ingest formats as the telephony use case described above. Besides mono operation there should be support of stereo and spatial input signals that are practically relevant for UE capturing. This includes stereo captured with various microphone configurations (Stereo-HE; XY, M/S, ORTF, A/B input) and spatial formats such as planar 1st order (B-format). The recently proposed MASA format [2] should be discussed further and be seriously considered.    

Embedded scalability may be an important property for conferencing applications and should be required for this use case. This property allows partial decoding of the received bitstream in devices and conference servers that would for instance not have use of the full spatial bitstream. Requirements on embedded scalability with the EVS codec bitstream included in bitstreams of IVAS stereo or spatial conferencing operation modes should be considered in order to enable efficient conferencing operation in conjunction with legacy EVS UEs.

The IVAS codec modes for conferencing should have zero state, minimum state, or fast state recovery. This enables immediate switching between talkers or incoming streams at the conference server.
DTX operation is an important means even for the spatial conferencing use case and should be hence be required for that use case.  

2.3 Use case: Immersive audio-visual content distribution 

Most relevant applications of this use case are user generated live and non-live streaming of immersive and VR content. 

IVAS codec operation for this use case benefits from low bit rate support and good coding efficiency. However, the main criterion will be to provide best possible audio quality for various stereo and spatial ingest formats. The covered bit rate range is thus expected to span from intermediate bit rates of about 24.4 kbps to high bit rates of up to 256 kbps.

Algorithmic delay is not a major concern for this use case. However, in order to address interactive applications, the delay should be kept within reasonable limited limits needed forbut allow good coding efficiency. In line with the corresponding consideration for the other use cases stereo and especially immersive audio rendering should be allowed to consume additional renderer delay on top of the actual algorithmic codec delay.

Unlike the other use cases this use case imposes most requirements on the audio ingest formats. Basic stereo and spatial operation shall be supported like for the other use cases, where the 1st order B-format input should be complete, i.e. including vertical component. On top of that spatially more complex ingest formats shall be supported. This should include support for 3rd order HOA, 7.1.4 channel-based input and objects plus metadata input. The source believes that it is also important to support the combinations of channel-based input plus objects and ambisonics input plus objects. The order of these inputs and the number of simultaneous objects should still be for discussion.

Embedded scalability is a desirable property for this use case and should thus be required for this use case. This property enables complexity reductions especially in cases when encoding and decoding endpoints cannot negotiate the used codec mode, which is the case for broadcasting applications and off-line content (user generated content) distribution cases.  
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3. Use case specific design constraints
The following table visualizes in a qualitative way the need to define use case specific design constraints. The information provided in the table cells is intentionally kept at a qualitative level such that the discussion can focus on the central question of the need of use case specific design constraints.

	Use case
Design constraint
	Stereo and spatial telephony, VR conversational communication
	Spatial conferencing
	Immersive audio-visual content distribution

	Bit rate range
	Low to medium
	Medium
	Medium to high

	Algorithmic delay
	Mono: 32 ms (EVS delay)
Stereo and spatial: somewhat relaxed (50 ms)
	somewhat relaxed (50 ms)
	somewhat relaxed (50 ms) or even more relaxed

	Complexity limits
	Relaxed: corresponding to EVS complexity and relatively higher complexity for stereo and spatial input
	Low, especially for operations at conference server (mixing)
	Relaxed to high depending on the spatial complexity of the ingested audio

	Spatial ingest formats
	Mono
Stereo: XY, M/S, ORTF, A/B input
Spatial: planar 1st order (B-format)
	Mono
Stereo: XY, M/S, ORTF, A/B input
Spatial: planar 1st order (B-format)
	Mono not required
Stereo: XY, M/S, ORTF, A/B input
Spatial: complete 1st order B format to spatially complex audio input (multi-channel 7.1.4, 3rd order HOA, object audio, combined multi-channel+objects, combined ambisonics+objects) 

	Embedded scalability
	Not required
	Spatial/multi-channel/stereo modes should be (embedded) scalable with regards to their order.
Embedded scalability on top of EVS mono modes may be required for certain spatial conferencing modes.

	Spatial/multi-channel/stereo modes should be (embedded) scalable with regards to their order.

	Zero state
	Not required
	Required 
	Not required

	DTX
	Required
	Required 
	Not required






4. Conclusion and proposal
This contribution has discussed and illustrated the need for use case specific IVAS design constraints. The source is of the opinion that use case specific design constraints are an important prerequisite for the IVAS codec to address its diverse target use cases in the best possible way.
The source thus suggests agreeing on the principle to defining use case specific design constraints. As a consequence, it is also suggested to agree on the principle to define use case specific performance requirements.
In addition, clause 2 reflects the source’s position on various of the discussed use case specific design constraints including proposals for them. The source hopes that the group will find these specific proposals agreeable.  
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