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Summary
Contribution S4-AHVIC118 [1] suggested some key principles for the definition of the Common Renderer API and an approach for 3GPP to agree on the same. The proposal has been discussed but no agreement has been achieved yet on the definition of the Common Renderer API.
In the absence of any other proposal or any other tangible progress so far, this contribution suggests reconsidering the earlier proposal and some additional elements relevant for the Common Renderer API definition.
Key Principles for the definition of the Common Renderer API [1]
Definition: The Common Renderer API is an API that is commonly supported by any candidate audio profile. The API is an interface between the audio decoder of the VRStream audio profiles and the renderer of the decoded VR audio signal. The API offers to convey to the renderer sound signals and associated metadata required for proper playout of the sound signals.   
Purpose: The purpose of the Common Renderer API is to decouple the rendering process from the actual VRStream audio profile. This enables deploying the same renderer with any of the supported audio profiles. The benefit is that this allows OEMs selecting renderer technology independently of the used audio profile and best matching individual product stragegies in terms of, e.g. quality, deployment cost, complexity. As the rendering process is decoupled from the actual audio profiles the Common Renderer API also allows embracing future progresses in VR audio rendering technology that might lead to even higher quality VR audio rendering than is possible today. The Common Renderer API also enables competition among rendering technology providers which fosters such technological progress.
[bookmark: _GoBack]Basic requirement: The purpose to make the renderer agnostic to the VRStream audio profiles and to enable embracing future progress of VR audio rendering technology can only be fulfilled if the Common Renderer API is defined sufficiently flexibly and open. As VRStream audio solutions are expected to render high-quality authored content that will be typical for the addressed use cases of managed and third party VR content delivery, it is necessary that the Common Renderer API does not impose limitations on relevant VR audio content formats. It is rather necessary that the API is defined in an inclusive way enabling best possible rendering quality and efficiency for any relevant audio content. Specifically and in accordance with the VRStream WID [2] and the recommended objectives for audio for UE consumption of managed and third-party VR content (see 3GPP TR on VR media services over 3GPP [3]), the API should be required to support rendering without significant quality limitations all the following content types:
· audio channels;
· audio objects;
· scene-based audio;
· combinations of the above;
· a combination of diegetic and non-diegetic content sources.
The Common Renderer API should further be required to support carrying dynamic metadata for combining, presenting and rendering all content types. 
Additional elements
In addition to the principles above, the sources suggest enabling the possibility to provide audio profile specific information on the common renderer API. Such profile specific information may for instance be metadata that guides the renderer and that is specifically defined with a given audio profile. A renderer that is connected via the common renderer API should be able to make use of this specific information. However, basic functionality should also be possible in case the renderer does not support it.
In addition, the dynamic metadata for combining, presenting and rendering all content types mentioned above should comprise the necessary elements that allow time-variant combining, presentation and rendering of all content types. Dynamic metadata should for instance support turning on and off certain content types according to a specific timing or dynamically changing properties of sound objects like position or divergence according to a certain timing.    
Suggested way forward
The sources suggest agreeing on the principles and additional elements presented in clauses 2 and 3. In addition it is proposed to adopt the suggested approach of [1] for agreeing on the Common Renderer API and to rely on the initial proposal in [1] for metadata elements for the Common Renderer API. The latter should be extended in a joint SA4 effort such that the principles and additional elements presented in clauses 2 and 3 are fulfilled or, respectively, supported.
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