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1. Introduction
The IVAS codec WID [1] calls for a solution to handle encoding/decoding/rendering of speech, music and generic sound. In particular, this solution is “expected to support encoding of channel-based audio (e.g. mono, stereo or 5.1) and scene-based audio (e.g., higher-order ambisonics) inputs including spatial information about the sound field and sound sources”.
As discussed in S4-180087 [2], spatial audio capture using practical mobile devices generally leads to a need to synthesize the desired audio format. This can impose an upper limit for the immersive audio quality at the codec input. In order to alleviate the problem, an audio format suitable for practical mobile device form factors and microphone constellations is necessary. Such audio format can be called metadata-assisted spatial audio (MASA). In IVAS-4 [3], this is considered under ‘Audio Formats’ as follows:
 -
[Spatial audio, [N] channels and spatial metadata defined by [TBD].]
This contribution discusses the spatial metadata parameters and metadata structure for the input format. Additional listening test results compare MASA and FOA representations from mobile device immersive audio capture.
2. Metadata-assisted spatial audio (MASA)
2.1 Audio capture and processing
Capture of scene-based spatial audio on most practical devices, such as multi-microphone mobile devices, poses some challenges. Due to the limitations in the microphone directivity, or microphone number and their spatial distribution, producing a satisfactory ambisonics (FOA or HOA) or channel-based spatial audio signal by traditional linear means is often not feasible. A dedicated microphone capture processing based on an understanding of the device properties and the microphone configuration is required to transform the recorded spatial audio into the desired audio format used for listening, storing and/or transmitting. It is however generally beneficial to avoid unnecessary format transformations to provide the highest possible input audio quality for the audio codec, such as the IVAS codec.
In the following, the impact to audio quality due to the choice of input format (MASA or FOA) is evaluated in both loudspeaker and headphone presentation. The target of the comparison is to evaluate the quality achievable in an uncompressed audio transmission, i.e., the inherent input format quality as seen by the audio codec.
Various recordings have been carried out by the source for these listening tests. The recordings cover several signal types related to rich immersive communications and user-generated content (UGC). In total, three separate recording sessions using two capture devices (one three-microphone and one four-microphone mobile device) were performed. The captured sound scenes correspond for example to multi-channel music playback, conference room discussions with and without background sounds, live music performances, and outdoor scenes. Many of the recorded scenes comprise a combination of loudspeaker presentation and live sound sources.
The position of the capture device was different in each of the three recording sessions and its relative position to sound sources also varied during some sessions (due to placement and movement of the sources). The capture device was typically on a tripod or similar support either in the middle of the recording space or on a conference room table. Sound sources provided either full or partial coverage of the horizontal plane (depending on the sample). The elevation component was generally small (ranging between a maximum of about 45 degrees of elevation above and less than that below the horizontal plane). To control the test size in loudspeaker listening, a subset of the microphone input signals used in the headphone presentation was used.

The audio processing for loudspeaker presentation (clause 2.2) is illustrated in Figure 1. The immersive audio captured using a three-microphone or four-microphone mobile device is synthesized into two candidate audio formats: MASA and FOA. The MASA representation in this case consists of two audio waveform signals and one spatial information stream. The FOA content consists of the four component signals (WXYZ). For MASA content, a parametric rendering is used. For FOA content, two candidate renderings are obtained, where the first one is based on a parametric rendering and the second one is a linear rendering. 
The audio processing for the listening test of clause 2.3 is described in [2].
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Figure 1. Processing for loudspeaker presentation.
2.2 Listening test: Loudspeaker presentation

For the 7.0 loudspeaker presentation, a MUSHRA-like test methodology was considered suitable. However, in the absence of a reference signal, both reference and hidden reference conditions were removed from the test setup. For simplicity of test implementation, a MUSHRA test software was utilized. In other words, listeners were required to score for each sample at least one of the conditions a perfect 100 despite the omission of the direct and hidden references.
Three immersive audio representations were included in the test based on the above processing setup: MASA, FOA (parametric), and FOA (linear). In addition, three low references were utilized. These conditions are: 3.5 kHz low-pass immersive signal, mono (7-channel presentation), and stereo (two-channel presentation). The low-pass and stereo signals are based on MASA, while the mono reference is based on FOA. The 3.5 kHz low-pass filtering was applied on the loudspeaker signals. The stereo condition was presented using the left and right front speakers, while all the other conditions (including mono) used all seven loudspeakers.
In total 12 expert listeners participated in the test. However, not all the listeners are experts in spatial audio. There were 16 samples. Four of the samples were captured using a three-microphone device and the remaining 12 samples were captured with a four-microphone device.
Figure 2 presents the overall results over all 16 test samples. The MASA condition is found statistically better than either of the FOA conditions. Parametric FOA rendering is also statistically better than the linear FOA rendering.

[image: image2]
Figure 2. Listening test results for loudspeaker presentation (n=12).
2.3 Listening test: Headphone presentation

As presented in [2], an AB listening test was performed to evaluate the immersive audio quality of various input audio formats obtained from mobile device capture. This experiment was based on binaural headphone presentation (without head-tracking capability).
Figure 3 presents the overall results of the AB comparison test [2] with 24 listeners (14 audio experts, 10 naïve listeners). The results indicate a statistically significant preference for the MASA format over both FOA processing approaches.
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Figure 3. AB listening test results (n=24). (This is Figure 4 from [2].)
3. Spatial metadata parameters and structure for MASA format
Considering the spatial metadata definition for the MASA format, or “[N] channels and spatial metadata”, it is the opinion of the source that it will be important to achieve sufficient interoperability with different capture devices and technologies already on the market. This can help to speed up the IVAS deployment by shortening the time for manufacturers to implement suitable processing for spatial input signal generation. Furthermore, the format definition should allow for continued product and technology differentiation. 

Table 1 presents a first proposal, for discussion, on a parameter set for MASA spatial metadata. In the following, the parameters are discussed one by one.
One easily understood aspect for characterizing spatial audio is that sound sources relate to the listening position by their relative direction. The ‘Direction index’ parameter describes this captured and analysed direction of arrival for a unit that is here referred to as time-frequency subframe. (The allocation of the subframes is discussed in more detail in context of Table 2.) This parameter is an index value representing a point on a spherical grid. The spherical grid is defined such that it fills the spherical surface uniformly (i.e., equal angular distance between points). This offers a natural benefit compared to the common linear parameterization to azimuth and elevation angles as the density of the point grid does not increase towards the poles.
The ‘Directional energy ratio’ parameter represents the energy of a given direction relative to the total energy of the corresponding signal. This formulation directly supports multiple analysed directions per subframe, where the remaining signal energy (after all directions are considered) exhibits no direction. The sum of directional energy ratio(s) and the energy with no direction is thus 1. 
‘Spread coherence’ represents the directional coherent energy distribution around the corresponding analysed direction. This parameter is used to better represent coherent signal coming from multiple directions. Without this type of parameter, the system would be limited to a point-like reproduction of direction. With this parameter, it is possible to represent effects that can be present in captured or mixed signals (e.g., phantom stereo).
‘Surround coherence’ represents the amount of coherent energy in the signal energy (in the subframe) that is not represented by the analysed directional components. This parameter thus allows to better represent situations where there is coherent energy coming from all directions.
The ‘Distance’ parameter is used to represent the analysed, or otherwise set, distance from the capture reference position to sound source in the analysed direction. This is currently intended mainly for future extensions. However, as the source considers that suitable distance analysis and need for distance in synthesis will be a compelling feature for example for augmented-reality (AR) use cases, it may be beneficial to include the parameter already for the IVAS codec.
Table 1. Spatial metadata parameters
	Field
	Bits
	Description

	Direction index
	16
	Direction of arrival of the sound at a time-frequency parameter interval. Spherical representation at about 1-degree accuracy.

Range of values: “covers all directions at about 1° accuracy”

	Directional energy ratio
	8
	Energy ratio for the direction index (i.e., time-frequency subframe).

Calculated as energy in direction / total energy.

The remainder of the energy is non-directional.

Range of values: [0.0, 1.0]

	Spread coherence
	8
	Spread of energy for the direction index (i.e., time-frequency subframe).

Defines the direction to be reproduced as a point source or coherently around the direction.
Range of values: [0.0, 1.0]

	Surround coherence
	8
	Coherence of the non-directional sound over the surrounding directions.

Range of values: [0.0, 1.0]

(Parameter is independent of number of directions provided.)

	Distance
	8
	Distance of the sound originating from the distance index (i.e., time-frequency subframes) in meters on a logarithmic scale.

Range of values: for example, 0 to 100 m.

(Feature intended mainly for future extensions, e.g., 6DoF audio.)


Table 2 presents a first proposal on the overall spatial metadata structure. The proposed fields are discussed in the following.

The ‘Version’ field is used to signal the version of the spatial metadata format. This allows, e.g., the codec, service, or receiving end to identify whether the offered spatial metadata version is supported, and it furthermore enables introduction of possible future extensions and/or deprecation of previously used parameters if necessary.
The proposed parameter set of Table 1 relates to a TF (time-frequency) subframe or update interval. One interoperability aspect with existing methods relates to the required metadata update rate. The frequency resolution is in many practical implementations related to the human hearing, and for example an approach based on the Bark scale can be used. On the other hand, the IVAS codec is to operate for a frame size of 20 ms [3]. While it therefore seems appropriate to have a high-level update interval of 20 ms also for the spatial metadata, a higher update rate may be desirable within the frame. Furthermore, the TF allocation can be adaptive based on capture signal characteristics. One option would thus be to allow for both a high time and frequency resolution for the spatial metadata. As this may be unnecessary for practical applications and as this significantly increases the bit rate of the spatial metadata, an adaptive TF allocation approach is proposed. The TF allocation is based on a ‘TF blocks’ value and a ‘TF divisor’ value defining how the high-level TF block is divided into smaller units or TF subframes. The number of TF subframes can thus be kept constant (and sufficiently low to achieve a reasonable data rate) by adjusting the size of the subframe in frequency or in time. 
‘Number of directions’ signifies how many directions are analysed and provided in each time-frequency subframe. This could in principle be any number but according to the source’s experience a value of 1 or 2 should generally suffice for mobile capture. On the other hand, allowing multiple directions can offer possibilities to transmit complex scenes in a downmixed stream while retaining good quality. However, each new direction increases of the amount of directional metadata.
The proposal of the source is to consider at least N = 2 channels for a stereo input with spatial metadata, which corresponds to the format utilized in most practical devices currently on the market. However, it may be beneficial to allow for further information on the capture (or input channel) configuration and/or other values of N. Therefore, it is further proposed to add a ‘Channel configuration’ field as part of the spatial metadata which can be used to specify what type of channel configuration is used.

As for other values of the number of channels, N = 1 could give ‘mono downmix + spatial metadata’ and N = 4 could allow, e.g., for ‘FOA + spatial metadata’ and/or ‘two stereo pairs + spatial metadata’.

Most parameters of Table 1 relate to a direction (‘Direction index’). These parameters are updated for each subframe and direction. Some parameters (currently ‘Surround coherence’ in Table 1) may relate to no direction, and for them, one value for each subframe is sufficient. 
Table 2. Spatial metadata format
	Field
	Bits
	Description

	Version
	x
	Spatial metadata version number.

	TF blocks
	x
	Number of high-level TF blocks.

Proposed value = 6.

	Number of directions
	x
	Number of sound source directions analysed.

Comment: One or two may generally be sufficient.

Allow for extension?

	Channel configuration
	x
	Channel configuration index.

	Reserved
	x
	(For example, fill byte alignment if needed.)

	For each TF block
	

	TF divisor
	x
	Selects TF subframe division from:

1) 20 ms 
with 4 x frequency bands = 24 subframes.

2) 2 x 10 ms 
with 2 x frequency bands = 24 subframes.

3) 4 x 5 ms 
with 1 x frequency band   = 24 subframes.

	For each subframe and direction
	

	
	
	Parameters (Table 1) that are dependent of direction.

	For each subframe
	

	
	
	Parameters (Table 1) that are independent of direction.

(Can also be combined with above. Copy values for each direction.)


4. Summary
The IVAS WID calls for a solution that supports channel-based audio and scene-based audio inputs including spatial information about the sound field and sound sources. The source considers that for mobile communications and other mobile content capture use cases, this will be best achieved by an input audio format that takes into account the difficult audio design constraints of the mobile devices on the market and foreseen in the timeframe of IVAS deployment. In this document, the source discusses potential parameters to define the spatial metadata for the metadata-assisted spatial audio, or MASA, format. In addition, the source provides, for discussion, a description of the overall spatial metadata structure. 
Listening test results comparing the MASA format against FOA in a multi-microphone mobile device capture are furthermore presented for both headphone presentation [2] and loudspeaker presentation. The two listening tests, using different test methodologies and presentation methods, reach the same overall conclusion: the listeners show a significant preference for the MASA format over the FOA representation. This result is based on evaluation of non-compressed audio signals, where the MASA representation carries two audio channels and spatial metadata compared to the four FOA component channels.
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