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=====  AUTONUM   CHANGE  =====
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Pose: position derived by the head tracking sensor expressed by [azimuth; elevation; tilt angle].

Field of view: the extent of visible area expressed with vertical and horizontal angles, in degrees in the 3GPP 3DOF reference system

Viewport: The part of the 3DOF content to render based on the pose and the field of view 
Operation Point: A collection of discrete combinations of different content formats including spatial and temporal resolutions, colour mapping, transfer functions, rendering metadata etc. and the encoding format.
Receiver: A receiver that can decode and render any bitstream that is conforming to a certain Operation Point.

Bitstream: A bitstream that conforms to a video encoding format and certain Operation Point
=====  AUTONUM   CHANGE  =====
4.3
Client Reference Architecture

This section provides an overview of client reference architecture for VR streaming applications and describes their components and interfaces. 

Editor’s Note: The text of this section needs to be checked carefully for consistency and definitions such that it aligns with clauses 4.1 – 4.2.

Editor’s Note: This section needs to be checked by audio experts if the audio system aligns.
Figure 4.6 and Figure 4.7 show a high-level structure of the client reference architecture for VR DASH streaming and VR local playback, respectively, which consist of five functional components:

· VR Application:  The VR application controls the rendering depending on a user viewport or display capabilities. The application may communicate with other functional components, e.g., the access engine, the file decoder. The access engine or file decoder may parse some abstracted control information to the VR application and the application makes the decision on which media segments to request or which track to choose taking into account the dynamic viewport information. 
· Access Engine: The access engine connects through a 3GPP bearer and provides a conforming VR presentation to the receiver. The access engine fetches the Media Presentation Description (MPD), constructs and issues requests and receives Segments or parts of Segments. In the case of local playback, 3GPP VR Track is fetched from the local storage. The access engine may interface with the VR application function to dynamically change the delivery session. The access engine provides a conforming 3GPP VR track to the file decoder.
· File Decoder: The file decoder provides processes the VR Track to generate signals that can be processed by the renderer. The file decoder typically includes at least of two sub-modules; the file parser and the media decoder. The file parser processes the file or segments, extracts elementary streams, and parses the metadata, if present. The processing may be supported by dynamic information provided by the VR application, for example which tracks to choose. The media decoder decodes media streams of the selected tracks into the decoded signals. The file decoder outputs the decoded signals and metadata which is used for rendering. The file decoder is the primary part of this specification.

· VR Renderer: The VR Renderer uses the decoded signals and rendering metadata and provides a viewport information taking into account the viewport and possible other information. With the pose, a user viewport is determined by horizontal/vertical field of view of the screen of a head-mounted display or any other display device. Besides being used to render the appropriate part of decoded video or audio signals. The render is addressed in individual media profiles. For video, textures from decoded signals are projected to the sphere with rendering metadata received from the file decoder. During the texture to sphere mapping, a sample of the decoded signal is remapped to a position on the sphere. Likewise, the decoded audio signals are represented in the reference system domain. The appropriate part of video and audio signals for a current pose is generated by synchronizing and spatially aligning the rendered video and audio. 

· Sensor: The sensor extracts the current pose according to the user’s movement and provides it to the renderer for viewport generation. The current pose may for example be determined by the head tracking and possibly also eye tracking functionalities. The current pose may also be used to control the access engine on which segments to download (streaming case) or the file decoder on which track to choose taking into account.
The main objective of this specification is to enable the file decoder to generate decoded signals and the rendering metadata from a conforming 3GPP VR Track by generating a bitstream that conforms to a 3GPP Operation Point. Both, a 3GPP VR Track as well as a bitstream conforming to an Operation Point are a well-defined conformance points for a VR File decoder and a Media Decoder. Both enable to represent the contained media in the VR reference system (spatially and temporally).
NOTE: 3GPP VR Track represents media in container formats according to the ISO/IEC 14496-12 ISO Base Media File Format and specifically the 3GP file format and may consist of one or more ISOBMFF tracks.
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Figure 4.6 – Client Reference Architecture for VR DASH Streaming Applications
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Figure 4.7 – Client Reference Architecture for VR Local Playback

NOTE: the dashed arrows indicate optional interfaces between components in the Figure 4.X. Viewport information should optionally be input to the access engine and file decoder.
Editor’s Note: RTP streaming case will be considered in further study

=====  AUTONUM   CHANGE  =====
4.4
Rendering Schemes, Operation Points and Media Profiles

Editor’s Note: The text of this section needs to be checked carefully for consistency and definitions such that it aligns with clauses 4.1 – 4.3.

This specification provides several interoperability points that may be referred external specifications. These are 

· Media profiles providing DASH, file format and elementary stream constraints for a single media type
· Operation Points: a collection of discrete combinations of different content formats including spatial and temporal resolutions, colour mapping, transfer functions, rendering metadata and the encoding format.
· Bitstream: A video bitstream that conforms to a video encoding format and certain Operation Point including VR Rendering Metadata
· Rendering Scheme types for post-decoder processing of decoder output signals together with rendering metadata.
· Potential Viewport test points for rendered output signals
Note that this applies to both media types, audio and video. For audio, the 3GPP VR Rendering Scheme interoperability point serves as an informative output of the File Decoder. The 3GPP VR viewport interoperability point serves as the output of the entire file decoding process.
Both features provide clear requirements for interoperability for receiver. Figure 4-Y provides an overview on this.
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Figure 4-Y – Interoperability aspects for 3GPP VR Profiles
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Figure X – Interoperability aspects for 3GPP VR Profiles for VR Local Playback
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Figure 4-Y – Interoperability aspects for 3GPP VR Profiles
Editor’s Note: Remove the text in the arrows (especially metadata) and make it more like APIs
edia profile for timed media is defined as requirements and constraints for a set of one or more 3GPP VR tracks of a single media type. The conformance of a set of one or more 3GPP VR tracks to a media profile is specified as a combination of:

· Specification of which sample entry type(s) are allowed, and which constraints and extensions are required in addition to those imposed by the sample entry type(s).

· Constraints on the samples of the tracks, typically expressed as constraints on the elementary stream contained within the samples of the tracks.

The elementary stream constraints of a media profile may be indicated by a requirement to comply with a certain profile and level of the media coding specification, possibly including additional constraints and extensions, such as a requirement of the presence of certain information for rendering and presentation.

Each media profile specified in this specification includes a file decoding process such that all file decoders that conform to the video media profile will produce 
For video: numerically identical cropped decoded pictures when invoking the file decoding process associated with that video media profile for a set of 3GPP VR tracks conforming to the video media profile. A bitstream that conforms to the elementary stream constraints specified for the video media profile is reconstructed as an intermediate product of the file decoding process. Output of the file decoding process consists of all of the following:

· a list of decoded pictures with associated presentation times;

· for projected omnidirectional video VR rendering metadata
· for audio: a set of audio signals when invoking the file decoding process associated with that audio media profile for a VR Track conforming to the audio media profile. A bitstream that conforms to the elementary stream constraints specified for the audio media profile is reconstructed as an intermediate product of the file decoding process. Output of the file decoding process consists of all of the following:

· a sequence of audio samples with associated presentation times;

· audio VR rendering metadata
A file decoder conforms to the file decoding process requirements of this document when it complies with both of the following:

· for video:

· The file decoder includes a conforming decoder that produces numerically identical cropped decoded pictures to those produced by the file decoding process specified for the video media profile in clause 5 (with the correct output order or output timing, as specified in the video coding specification of the video media profile, respectively).

· The file decoder outputs rendering metadata that is equivalent to that produced by the file decoding process specified for the video media profile in clause 5 (with the correct association of the rendering metadata to particular cropped decoded pictures, as specified in this document).
· for audio: 
· The file decoder includes a conforming decoder that produces a sequence of audio samples with associated presentation times as defined in clause 6.

· The file decoder outputs Audio rendering metadata that is equivalent to that produced by the file decoding process specified for the audio media profile in clause 6 (with the correct association of the rendering metadata to particular audio samples).
A player claiming conformance to a media profile shall include a file decoder complying with the file decoding process of that video media profile as specified above. While the player operation, with the exception of the file decoding process, is not specified normatively in this document, specifications of a media profile may include an informative clause on expectations of a player operation, for example including recommendations for rendering.

In addition to the interoperability on track level, also a DASH level interoperability for each media profile is defined. This interoperability includes the signalling and content generation, such that by dynamic switching based on network constraints or sensor input a conforming 3GPP VR Track for this media profile may be obtained.
�Should be updated with sensor getting the pose
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