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MINUTES

1.   Opening of the conference call

Mr. Gilles Teniou (Orange, Chairman of Video SWG) opens the session on Jan 9, 2018 at 04:00 pm cet. Mr. Thomas Stockhammer (Qualcomm) is assigned as scribe.

The minutes are shared online: 

https://docs.google.com/document/d/1A75zdbjVQZkIoGLPFkzauOIN3KTHYCTJC1haUsqQVI0/edit?usp=sharing
2.  Approval of the agenda and registration of documents

AHVIC-116R1   Conference call agenda (present document)

3.   Reports and liaisons from other groups

none.
4.   VRStream Work Item

   AHVIC-117    
On Common Informative Binaural Renderer for testing

· Source: Dolby Laboratories Inc.

· Presenter: Stefan Bruhn (Dolby Laboratories)

· Discussion:

· Thomas: Hopefully you have not booked for this week, as you would be one week late.

· Paolo: Confirmed

· Thomas: Agree that is a good starting point and great that we get input for the issue of a common renderer. The issue is now that we need to look into the details of how suitable the renderer is for the purpose we need it. The question is whether this is implementable and suitable for the device. Also this was discussed in the LiQuiMas and may be should understand the summary of the discussion from the LiQuiMas telco. Can Andre and or Paolo update?

· Andre: renderer is important for test 3. But binauralisation is not possible

· Stefan: This can be done later

· Nils: we generate a virtual constraints to the sound reproduction. These renderer are not made for VR and for production

· Stefan: It does not matter

· Sang Bae (Wilus): We all use rendering with headphones in the production. The ITU-R renderer is channel-based renderer. It is not a proper common renderer for VR Stream

· Stefan: It is not a channel-based renderer, it also includes object-based rendering. ITU-R is maintaining artistic intent

· Sang Bae: If we have not a binauralisation, it is impossible to use the renderer

· Stefan: Will create loudspeaker feeds, so it somehow channel-based. So artistic intent is preserved. No other proposal that would solve this. We only have the renderer for Ambix plugin

· Thomas: Is this implementable?

· Stefan: implementation is not important. There will be an ideal renderer (like this one) and the one coming with the technology. 

· Thomas: this means that I even need to pick the renderer coming with the technology. Can I use the Ambix renderer with any technology?

· Stefan: Yes you can use it, but you are not forced to use it.

· Andre: You view the common renderer as the top solution, but this proposal does not provide a binaural rendering. Do we want to an anchor point that we can not even implement? 

· Stefan: We suggest a performance reference. For MUSHRA, this is the maximum we can expect. We do not care for implementability. Ambix is an implementable anchor point, but we do not believe to use it.

· Nils: Not Ambix, it the Google Resonance Renderer and this one is widely used and widely implemented and also widely evaluated.

· Gilles: Would we permit submit submission with any renderer? Dolby submits with ITU-R renderer, others with GRR

· Andre: We do not believe this is possible as there is no audio binaural rendering.

· Stefan: Do not see the fundamental issue. Practical work for binauralisation needs to be done. Other implementations need to be done. Where would I know how to get from channel-based to Ambix

· Andre: in the document provided in the last meeting

· Stefan: not really

· Andre: explains this in the details

· Stefan: still needs to be implemented

· Paolo: End of April, will the ITU-R renderer be available and implementable?

· Stefan: What does implementability mean? ITU-R is great work and we should check this be useful for us.

· Paolo: Will it be unique?

· Stefan: Unique for the content.

· Paolo: Should I buy a different renderer for every content?

· Thomas: So it means I need to implement a different renderer for any type of content?

· Stefan: no this is not the case, you have to implement the renderer for the content

· Thomas: This is not answering the question and it seems to be done on purpose

· Fabian: This discussion on artistic intent is confusing, there is no such case available

· Gilles: Should we just permit submission of any type of results with any renderer and look at this afterwards?

· Thomas: this is not of value of us as it is not implementable.

· Stefan: Repeats again that implementability 

· Stefan Döhla: We do not do ourselves a favour if we stick on the renderer question. We should check for submission of technologies.

· Decision

· The document is noted.

AHVIC-118    
Proposal on Common Renderer API

· Source: Dolby Laboratories Inc., Ericsson

· Presenter: Stefan Bruhn (Dolby Laboratories)

· Discussion:

· Thomas: We should not repeat the discussion from the previous document. The common renderer API issue is just the same issue, it not implementable. 

· Stefan: It looks at the details

· Andre: We discussed ADM as well, but ADM is not streamable and not suitable for VR.

· Fabian: We believe that this is not implementable and needs much more detailed checking.

· Decision

· The document is noted.

AHVIC-119    
pCR to 26.118 on Definitions for VRStream Audio

· Source: Qualcomm Incorporated

· Presenter: Andre Shevciw
· Discussion:

· Imed: This addresses our concern, and we are happy with this

· Stefan: LiQuiMas does not define minimum performance requirements. This goes beyond of LiQuiMas.

· Gilles: Do you want to remove f)?

· Andre: We have had no contributions yet in LiQuiMas, but this should be defined.

· Paolo: 918 contains this, but needs to be resolved in VRStream.

· Stephane: Would be part of submission, but not be defined.

· Thomas: should likely say “mandatory to implement”, not “normative”.

· Stephane: It is easier for us if it is well-defined, as we get complaints from customer, we face problems. How do we make sure this does not happen? A bit more time is needed to check the consequences

· Andre: This goes again back to the discussion of the initial document. We need some consistent quality

· Imed: Can we pick an choose the renderer? 

· Thomas: We need to carefully phrase it than, we provide value.

· Stefan: Still unhappy

· Gilles: close to agreeable - some offline discussion necessary. 

· Decision

· The document is noted
AHVIC-120    
On VRStream Audio Bitrates

· Source: Qualcomm Incorporated

· Presenter: Andre Shevciw
· Discussion:

· Gilles: So you propose 256 and 384 kbit/s

· Andre: Yes as first order.

· Thomas T: You have 384 and not 320

· Andre: not saying what to fit in there, it is more about commercially used bitrates

· Gilles: What is the average bitrate for like 7.1.4?

· Andre: they use for example Opus, but quality is not clear.

· Gilles: 256 and 384 are minimum quality, but how high should we go?

· Andre: we likely can fit more quality into same bitrates

· Stefan: Could you explain how you see these use cases for the use cases relevant for the VR Stream work item?

· Andre: This used on YouTube for Fox/CNN and UCG, but also Facebook distributes National Geographics. The distinction of UCG and professional content is confusing.

· Stefan: We should be careful to not collide with IVAS

· Gilles: Are these bitrates good, regardless of UCG and professional content

· Stefan: Maybe or maybe not, object and channels

· Andre: these are based on channel-based issue

· Stephane: Thanks Andre, great input. But we may also consider lower bitrates. Test candidates at lower bitrates.

· Decision:

· Gilles: offline discussion necessary

· Document noted
5.   Review of the future work plan

Thomas: will provide exception sheet for next meeting. Do not expect submission of candidates.

	SWG
	WI/SI
	Date/time
	Comments

	VIDEO
	VRStream
	21st March 2018

3pm – 5pm CET
	· Complete the Video operation Points for TS26.118

· Address input on video related matters for TS26.118

Submission deadline: Mar 19 2017, 23:59pm CET


Next call will be dedicated to Video aspects of VRStream.

6.   Any Other Business
 None.
7.   Close of the conference call

The chairman closed the call at 18:12 CET and encouraged offline discussion for preparation of SA4#98.
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Annex A - The documents status
	Tdoc number
	Title
	Source
	SWG Agenda Item
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary*

	AHVIC-116
	Proposed agenda for SA4 VIDEO SWG conf. call on Virtual Reality (March 11th, 2018)
	Chairman
	2
	
	Approved
	

	AHVIC-117
	On Common Informative Binaural Renderer for testing
	Dolby Laboratories Inc.
	4
	
	Noted
	

	AHVIC-118
	Proposal on Common Renderer API
	Dolby Laboratories Inc.
	4
	
	Noted
	

	AHVIC-119
	pCR to 26.118 on Definitions for VRStream Audio
	Qualcomm Incorporated
	4
	
	Noted
	

	AHVIC-120
	On VRStream Audio Bitrates
	Qualcomm Incorporated
	4
	
	Noted
	

	AHVIC-121
	Report of the VIDEO SWG ad-hoc conference call on VRStream – Audio aspects (12th March 2018)
	Chairman
	-
	
	-
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