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1.
Introduction
Several points were raised about FS_FCNBE during the last meeting and telco. This contribution addresses these points and presents additional results for the evaluation of conformance criteria. 
2. Detailed results of decoder conformance
In TR 26.843 [1] there is editor’s note requiring detailed results of the decoder test. It is proposed to replace table 4 in Clause 6.3.2 of TR 26.843 by the tables below.

For table 4 the number of failing test vectors changes slightly compare to the current results reported in TR 26.843 as the reported results were based on a different version of the code that the one indicated in clause 6.3.1 of TR 26.843.
The results cover the test vectors include in EVS test and AMRWB_IO test. The EVS JBM test vectors are not included.

Table 4: Result for icc and Atom system
	
	
	Opt_None
	Opt_Quality
	Opt_Agg

	
	Frames tested
	2349831
	2349831
	2349831

	rms
	Frames passing
	2227191
	1118136
	1072142

	
	Frames failing
	122640
	1231695
	1277689

	
	% passing
	94.8
	47.6
	45.6

	
	% failing
	5.2
	52.4
	54.4

	SNR
	Frames passing
	121642
	1230563
	1160530

	
	Frames failing
	998
	1132
	117159

	
	% passing
	99.2
	99.9
	90.8

	
	% failing
	0.8
	0.1
	9.1

	Spectral Distortion
	Frames passing
	923
	864
	25075

	
	Frames failing
	75
	268
	92084

	
	% passing
	92.5
	76.3
	21.5

	
	% failing
	7.5
	23.7
	78.5

	Overall % frames passing
	99.997
	99.989
	96.081

	Overall % frames failing
	0.003
	0.011
	3.92

	Number of files failing
	2
	1
	650

	Number of files passing
	2673
	2674
	2025


The 2 files failing the opt_none (T16_6600_16kHz.b10.OUT, T16_dtx_6600_16kHz.b10.OUT) are the same condition with error impairment. These 2 files, as well as the reference test vectors from 26.444 are attached to this contribution.

For the Opt_quality, the file failing is due to time shifting of the signal and contributes 186 of the total failing frames(T06_dtx_12650_16kHz.dly_error_profile_5.dat.netsimoutput.OUT). This file is a JBM test case in the AMRWB_IO set of test vector.
3. Additional Results with ARM platform
In this experiment a raspberry Pi board (model B generation 1) has been used to test a floating-point implementation using ARMv6. GCC compiler (version 6.3.0) was used with –o3 and –o3-fast-math compilation.   

Table 2: Results for gcc on ARM platform
	
	
	-o3
	-o3-fast-math

	
	Frames tested
	2349830
	2349829

	rms
	Frames passing
	1131118
	87625

	
	Frames failing
	1218712
	2262204

	
	% passing
	48.1
	3.73

	
	% failing
	51.9
	96.27

	SNR
	Frames passing
	1218712
	301747

	
	Frames failing
	0
	1960457

	
	% passing
	100
	13.34

	
	% failing
	0
	86.66

	Spectral Distortion
	Frames passing
	0
	261677

	
	Frames failing
	0
	1698780

	
	% passing
	--
	13.35

	
	% failing
	--
	86.65

	Overall % frames passing
	100
	27.7

	Overall % frames failing
	0
	72.3

	Number of files failing
	0
	2547

	Number of files passing
	2675
	128


When the compiler settings are too aggressively, the number of frames and files failing increases significantly compares to a conservative compiler setting. This implementation will not be conformant with TS 26.443 [2].
It should be noted that the higher number of frames failing, compare to other results reported in Clause 6.3 of TR 26.843, seems to be due to sample delay in the decoded file.

4. Considerations on the decoder tool

4.1 Rms Criteria

At the last tele-conference, there was a comment that the RMS criteria for the decoder conformance test could be completely replaced by the SNR criteria.
To illustrate the need for the rms criteria the following histogram (Figure Y) shows SNR values for frames passing the RMS criteria for a “good” platform (GCC, O3). The total ratio of RMS frames passing is around 47%. As can be seen, the majority of those frames show a very low SNR value, not useful for a secure classification of the frame. 

The second plot shows the correlation of the SNR values to the actual signal power. As one can see, a low signal power cause correlates to a low SNR value, meaning in order to use the SNR criteria in a reliable way, a certain amount of signal power is required. As a consequence, the RMS criteria is especially required to classify quiet frames in a reliable way. To ensure that these quiet frames cannot pass by SNR criteria in an uncertain way, a global minimum number of frames passing the RMS criteria is required.  
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Figure Y: Plot of SNR passing rms criteria
4.2. Comments on the Frames failing the test

There were discussions in the last meeting about the observation that allowing a maximum of 0.5% of frames to fail could lead to the tool not catching clipping or saturation artefact.

As part of the tool the power of each frame is computed. Using results mentioned in Clause 2 of this contribution for the Opt_None condition, the absolute power difference between the DUT and reference for the remaining failing frames are summarize in table below

	Type
	Number files
	Number frames
	Max power difference [dB]
	95 percentile power difference [dB]

	Files with impairment
	37
	67
	1.22
	0.42

	Files with switching
	3
	3
	0.37
	0.13

	other
	5
	5
	0.07
	0.03


Examples of output test vectors with fail frames are attached to this contribution. The reference test vectors form 26.444 are also included (*.ref.pcm) 

An additional criteria could be added based on the power difference for the failing frames remaining. 
4.3. Typo correction
.

In table x3 of Clause 5.2.6 the Ratio_RMSfamrsspassing was wrongly reported as 0.05 instead of 0.005.

Table x3: List of thresholds
	Thresholds
	Description
	Example value

	SNRHEADROOM
	Headroom compare to the Tsnr threshold
	3 dB

	CDSNRMAX
	Limit of SNR for the spectral distortion test
	0 dB

	CDSNRHEADROOM
	Headroom compare to Tsnr threshold for the spectral distortion test
	10 dB

	Tsd
	Threshold for the spectral distance
	6.6

	THRESH_GOOD_FRAMES_TO_PASS
	Threshold for percentage of failing frame per file
	0.005

	Ratio_RMSframespassing
	Minimal percentage for frames passing RMS error test
	47%

	RatioWSNRframespassing
	Minimal percentage for frames passing WSNR test
	95%


5. Results with experiment D
The change proposed in AHEVS-429[3], experiment D is two lines of code change in a specific file. The code change has been implemented using floating-point version C90. Compare to the reference test vectors of TS 26.444 [5], only 397 files, out of 2771 test vectors, are not bit-exact. The code change is in the decoder and affects SWB and WB condition.
5.1 Decoder test

The code change has been implemented using floating-point version C90 and tested using Microsoft Visual Studio. In this test the decoder test described in Clause 5.2 of TR 26.843 was used. The test used the SNR criteria described in AHEVS-427 [4]. The various thresholds and criteria indicated in clause 5.2.6 of TR 26.843 were used. 

The results indicates that 379 of test vectors are failing. The detailed results are mentioned in table 5.1. Note that the test is carried out on 2675 test vectors (The JBM test vectors were excluded).
Table 5.1: Statistics from the decoder test

	
	RMS
	SNR
	Spectral Distortion

	Number of frames tested
	2349830
	212531
	166327

	Number of frames passing
	2137299
	46204
	2521

	Number of frames failing
	212531
	166327
	163806

	Ratio of frames passing 
	90.9
	21.7
	15.1

	Ratio of frames failing
	0.9
	78.3
	98.5


Overall 6.9% of the frames are failing.

An implementation with the proposed code change will not be conformant to TS 26.443 [2] according to the decoder conformance as currently described in Clause 5.2 of TR 26.843.

5.2 MOS LQO evaluation
The code change has been implemented using floating-point version C90 and tested using Linux.

Figure 5.2 shows the CDF of MOS-LQO difference for all conditions and use cases, and Table 5.2 reports the statistics of the MOS-LQO difference for the 2 codes (C90 and C90+AHEVS429_D code change).

Table 5.2: Summary of MOS-LQO differences for all conditions

	Case
	Min
	Max
	Mean
	StdDev
	Quantile_95
	Quantile_99

	A-B
	-0.1138
	0.0819
	0.0006
	0.0195
	0.0359
	0.0612

	A-C
	-0.0538
	0.0630
	0.0011
	0.0103
	0.0198
	0.0362

	A-D
	-0.0928
	0.0829
	0.0009
	0.0195
	0.0373
	0.0637

	A-B AHEVS-429_D
	-0.1138
	0.1277
	0.0106
	0.0289
	0.0668
	0.0950

	A-C AHEVS-429_D
	-0.0538
	0.1331
	0.0109
	0.0252
	0.0631
	0.0904

	A-D AHEVS-429_D
	-0.0928
	0.0829
	0.0009
	0.0195
	0.0373
	0.0637
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Figure 5.2: CDF of MOS-LQO differences for all conditions.
It can be seen that even if the code changes affects only SWB and FB the degradation in the CDF and statistic for the A-B and A-C case is noticeable. As the code change is only for decoder, the encoder case A-D is not affected. For example the Mean MOS-LQO difference is increased by a factor close to 20 for the A-B condition (testing both encoder and decoder float implementation)
As the code change only impacts higher bandwidth, the CDF and statistic for only the SWB  conditions are reported in Figure 5.3 and Table 5.3.  
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Figure 5.3: CDF plot of MOS-LQO difference for SWB condition 
Table 5.3: Summary of MOS-LQO differences for SWB conditions

	Case
	Min
	Max
	Mean
	StdDev
	Quantile_95
	Quantile_99

	A-B
	-0.0528
	0.0706
	-0.0013
	0.0196
	0.0351
	0.0475

	A-C
	-0.0319
	0.0365
	0.0019
	0.0097
	0.0224
	0.0311

	A-D
	-0.0568
	0.0758
	-0.0026
	0.0200
	0.0340
	0.0595

	A-B AHEVS-429_D
	-0.0444
	0.1277
	0.0264
	0.0319
	0.0865
	0.0972

	A-C AHEVS-429_D
	-0.0127
	0.1318
	0.0298
	0.0315
	0.0812
	0.1272

	A-D AHEVS-429_D
	-0.0568
	0.0758
	-0.0026
	0.0200
	0.0340
	0.0595


When the CDFs are computed for only the SWB the effect of the code change is even more noticeable. All the statistics for A-B and A-C used case show significant degradation.

Similar results are obtained in case of FB condition only.

6. Consideration on using POLQA for conformance
As mentioned in Annex A of the TR 26.843 some constraints apply when using POLQA. 
In ITU-T P.863.1 recommendation it is stated: 

8.6 How much reference material should I use?
[ITU-T P.863] recommends two samples from each of two male and two female speakers, i.e., eight sentence pairs. Some applications may only permit shorter test durations. Mixing of speakers or genders in a single test sample may limit the maximum score that can be achieved.
Assessing multiple speakers and sentence pairs is required to remove material-specific result bias. It has been found that for some low bit-rate codecs the score can differ by as much as 1.4 depending on the selected talker and sentence pair. This material dependency is only removed by ensuring that the scores, of multiple talker and sentence pairs, are averaged.
The factors in the reference material that influence the scores include, for example, talker gender,
talker language and signal duration.
From P.Imp863-3_201601:
ITU-T P.863 is not designed to discriminate between the physical bandwidth of wideband and super-wideband speech signals based on individual samples; it rates the perceptual impact of band-limiting an individual sample. This impact depends on the spectral structure of the speech signal used. In average across many samples and talkers, there is a discrimination as described in Table 6 of ITU-T P.863.1.

In the scope of this study several tests were carried out using various code version, platform, compiler optimization and code changes. Figure 6 shows in scatter plot the 95 and 99% percentile of the MOS-LQO for various floating-point implementation when only the SWB condition are used. The plot is for the A-C use case. Detailed values are in Table 6. 
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Figure 6: MOS-LQO difference percentile distribution for SWB condition for the A-C use case 
Table 6: Percentiles values of MOS-LQO differences for SWB conditions in A-C use case

	A-C
	95%
	99%

	C80
	0.023
	0.034

	C90
	0.022
	0.031

	Opt_None
	0.023
	0.034

	Opt_Quality
	0.021
	0.032

	Xeon gcc_o2
	0.022
	0.03

	Mac_OS_o2
	0.024
	0.032

	AHEVS429_E
	0.039
	0.047

	AHEVS429_D
	0.081
	0.127


One can clearly see that implementations that don’t have code changes or limit the aggressiveness of the compiler optimization settings have a very small spread, while the implementations with code changes are clearly outliers. The results obtained with aggressive compiler options, illustrated in 6.1 and 6.2 of TR 26.843 are outside the limits of this plot. This shows that POLQA can discriminate incorrect implementations. 
It should be noted that these results have been obtained in various lab and provide good indication of the stability of the test.
Based on these results, the sources believe that even if POLQA is not a perfect tool, when used with a large enough database, as proposed in Clause 5.3.2, it can be used to create a conformance tool for EVS floating-point implementation.
7. Proposal
The sources proposed to update the TR 26.843 as follow 
· Update table 4 of clause 6.3.2 with the table in Clause 2 above. 
· Add results of clause 3 in clause 6.3 of the TR 26.843

· Add explanation of clause 4.1 above in clause 5.2.5 of the TR 26.843
· Correct the typo mentioned in Clause 4.3 of this contribution 

· Add additional results for experiment D of Clause 5 in Clause 6.4 of TR 26.843
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