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Executive Summary

An MTSI SWG teleconference on FS_eVoLP was held on December 14, 2017. Three input contributions were reviewed and noted.
1. Opening of the conference call

The SA4 MTSI SWG chairman, Nikolai Leung (Qualcomm), opened the conference call at about 17:30 hours CET on December 14, 2017.
Ozgur and Nikolai volunteered to take minutes and prepare a brief report of the conference call. The chair requested the participants to add their names to the attendance list at the end of the on-line minutes located here: https://docs.google.com/document/d/1O-PpWyj_6UqCRAnp9F776vlwoAOHiOlQTRFcPWXDdX8/edit?usp=sharing 
2. Approval of the agenda and registration of documents

	S4-AHM383
	Proposed agenda for SA4 MTSI SWG AH on FS_eVoLP conf. call on 14 December 2017
	MTSI SWG Chair (Nikolai Leung)
	
	2
	


The MTSI SWG chairman Nikolai Leung (Qualcomm) presented S4-AHM383R2 Proposed agenda for SA4 MTSI SWG conf. call on FS_eVoLP on 14 December 2017.

S4-AHM383R2 was agreed. 
3. Reports and liaisons

None were received.
4. Study on enhanced VoLTE performance (FS_eVoLP)
	S4-AHM384
	Evaluation of Dynamic PLR Allocation for Determination of SRVCC Handover Thresholds
	Intel
	4


The document was presented by Ozgur Oyman (Intel).
Bo: when both UEs are in bad conditions, they may not be able to agree on allocation after multiple attempts.  Then they would fall-back to the static.
Ozgur: yes, would always allow fall-back to static allocation, even if in a dynamic allocation.  Could also limit the number of attempts by the UEs in bad conditions and fall-back to static allocation.  Also give the right to any UE to enforce static allocation.
Atti: Follow-up question, dynamic allocation is useful in asymmetric coverage.  In this scenarios relying on UEs to negotiate what is the best allocation.  What would be the situation where UE in good coverage would “share?”
Ozgur: if UE is in good coverage does not share budget then SRVCC will be triggered on the far-end UE and affect the quality of the voice call.
Atti: Agree, it is good to be collaborative.  But would you leave it to the UE implementations to decide on the right distributions? 
Ozgur: yes would leave it to the UEs to decide.
Atti: On the last example, UEs allocate 70-30 at call set-up.  Do you anticipate that at the session set-up the eNBs understood the need for an asymmetric allocation?  
Ozgur: In session set-up everything will be based on static allocation -- operator policy/network planning.  Then UEs can adjust dynamically based on current con
Nik: In the scenario of UEs both in poor coverage, and there are multiple rounds of negotiation, when do the eNBs get involved in this negotiation?  How and when are the eNBs notified of what PLR thresholds to use?  RRC signalling after UEs have agreed on allocation?
Min: Are results presented in table Z2 simulation results or just example.
Ozgur: Example
Min: Using RTCP feedback message and immediate/early feedback.  So does that mean we require AVPF profile.
Ozgur: yes if using RTCP.  But not needed if using RTP header extension.
Min: with RTP header extension, cannot support one-way audio, and will add overhead/bandwidth to the payload.
Bo: do not see much difference in bandwidth needed for RTCP vs. RTP header extension
Ozgur: do not need to add RTP header extension for every packet.  Only when negotiating PLR thresholds.
Min: adding and removing RTP headers will make ROHC compression less-efficient.  Should eventually document this.
Ozgur: not in a position to decide on the solution, just evaluating the performance advantage.
Nik: Would be useful to have such information in the TR for analysis.
Min: Figure Y2, is this related to RSRP.  Under 10% percentile, then bad coverage.  This is <-70dBm but SNR is also important.  For example -75dBM is good as long as the SNR is good. 
Ozgur: Didn’t want to get into great detail as could use other metrics.  Wanted to get a ball-park figure on how long things will stay in poor/bad conditions.  2.6s for low mobility and 1.6s for high mobility.
Min: If we are doing this, much more helpful to have simulation results rather than just an example.  If we have a real network scenario, it would help better assess the usefulness.
Ozgur: Not sure that the conclusion will change: dynamic will perform better than static allocation.  What will change if the data be from a simulation?
Min: Not questioning that dynamic will have benefit.  With simulation trace, I am trying to see the actual benefit from real simulation.
Nik: Question on how we define “good” and “bad” conditions.
Ozgur:  Once set dynamic allocation.  Will not change the allocation until a UE detects poor conditions.
Nik: Mean transition time is based on <10% percentile and that the UE in bad coverage will not change request for more PLR after this.  But if ask for too much PLR budget then 
Ogzur: conclusions should not change
Bo: one thing that might change, is that SRVCC will have to be triggered anyway (if exceed 9%).
Ozgur: But is this problem unique to dynamic and could also apply to static.  Maybe having a common simulation framework to be used for static vs. dynamic.
Atti: Most gain when one UE is in good coverage and another UE is in bad coverage.  Does not help if both UEs are in good condition, and both UEs are in good condition.
Ozgur: Good and bad is just a simplification.  Ultimately this will work as long as the aggregate PLR does not exceed the max tolerable by the codec configuration.
Static allocation does not know in advance which UE is in good or bad.  To begin with need dynamic process to find proper allocation as static does not care if UEs are in poor or bad conditions.  Dynamic is not just needed for flipping from good to bad/ or bad to good.
Atti: Would be good to have example showing value of dynamic even when in good conditions?
Nik: trying treat the document.
Agreed to proposal for Technical Report except for clauses in Implications on Signalling Frequency and Sample Timeline of Events with Static and Dynamic PLR Allocation
Atti: Editor’s note to clarify the dynamic PLR thresholds estimated at the UE based on the statistics observed.
Ogur: agreed to work offline on this with Atti
S4-AHM384 was noted
	S4-AHM385
	Updated objective Performance Test Results for EVS
	ORANGE
	4


The document was presented by Stephane Ragot (ORANGE).
Only update is inclusion of Channel-Aware mode in Figure 1.  Used a fixed-delay loss pattern.  
Atti: Question from SA4#96 that was not answered.  Since there is no JBM, the application layer redundancy packets are made available for every loss?

Stephane: assume we have a synchronized link and indeed assume that for application layer redundancy there is an additional delay of 2 frames.  Avoid modifying the encoder/decoder by simply applying the loss patterns to the frames.

Atti: You are saying at the decoder you are artificially adding a delay then using the redundant packet at offset 2.
Stephane: yes
Atti: you are running simulations without jitter. Comparing application layer redundancy without jitter and channel aware with jitter is not an apples-to-apples comparison.  With jitter the comparison may change.  If using 2 x 13.2 vs. internal partial redundancy may have different jitter.  This gives the lower-bound of the benefits.
Stephane: what is really a relevant profile for VoLTE cell-edge.  This is a first step.  There are limitations that we can document.  Still under these limitations can still draw some generalizations.
Atti:  When doing a comparison need to also take into account the different rates at which operating application layer redundancy vs. partial redundancy.
Stephane: Changing the encoder and decoder for EVS to use fully redundant bit stream.  So can confirm that the codec is operating the same.
Atti: Also some inconsistency as using offset 2 and 3.  Also application layer redundancy you are running without EVS JBM but you are using it for EVS-CA.  So not consistent.  Not apples-to-apples.  Needs to be clarified or updated with a new test that they are running.
Stephane: making a new tests with EVS JBM.  Will have results even for application layer redundancy.  Good feedback.
Nik: Can we expect different jitter if sending 2x packet sizes vs. 1x?  Can not use the same jitter profile?
Stephane: yes, agree.  We have a comment in the document stating that not all of these factors are taken into account.  Will keep comparison that is sounds for speech coding, then apply a non-linear mapping on the results when looking at RSRP.
Atti: other comments include 2x EVS 7.2 and also AMR-WB.  All this exercise is to determine an incremental MaxPLR that the application layer redundancy can provide.  But note that this benefit can also be applied to EVS-CA.
S4-AHM385 was noted.
	S4-AHM386
	Proposed Subjective Test Plan
	ORANGE
	4


The document was presented by Stephane Ragot (ORANGE).
This was a resubmission of what was submitted in Albuquerque.  More urgent so that test lab can start testing an analysis.  More beneficial to have feedback from the MTSI SWG.
Important to keep the ACR because not doing a selection -- to compare against P.LQA results.
Atti: strong reason why one would use ACR.  Is this OK because it is very different than the way EVS SWB was tested.  Changing too many parameters?  Is this the best way to test against P.LQA.  Will people complain about using ACR?
Stephane: We had internal tests with ACR for SWB. Didn’t see any issues unless mix bandwidths.  Recall that they had ACR testing for EVS before.
Atti: I don’t have a strong view but leave it up to ORANGE to defend if people have questions about the entire test.  The two issues that need to be addressed:
1. Application layer redundancy would help, especially when operating at 24.4kbps.  Can you sustain the link at 24.4 and have to drop the rate.  So does having the results at 2x but using 24.4 might not be useful.  Better to use 2x9.8 might be more pragmatic.

2. How the samples are prepared.  The application layer redundancy packets provided in the same was as for partial redundancy.  Otherwise results will not be consistent.  Someone might have a better JBM.

Stephane: Will use modified EVS encoder/decoder but with same EVS JBM.  As for conditions for skipping 24.4 and 16kbps are good feedback/comments for the lab.  Will have to reconsider the test plan or change the calibration to use MNRU’s.
Atti: First step is to verify that the delivery of redundant packets is consistent.
Stephane: Would you want to cross-check the implementation of the JBM and application layer redundancy?
Atti: If you provide as a contribution we would be one of the companies to cross-check.  Any other company want to consider running cross-tests.  Would be useful to have more confidence in setting this MaxPLR, e.g., other languages.
Ozgur: we are also doing some internal evaluations.  Also looking at validating table 5.1 in the technical report and my bring in more data in future calls.  Doing some evaluations using P.LQA.
Atti: Don’t think we can use a P.LQA evaluation can make changes to the EVS Characterization Report results in Table 5.1.  Was asking more for subjective evaluations -- P.LQA can be used more as a tool.
Ozgur: Intel is evaluating and my bring in results in future calls.
Stephane: will share implementation of test offline for feedback.
S4-AHM386 was noted.
5.  Review of the future work plan

	Jan-2017
(Submission deadline: January 17, 24:00 CET)
	MTSI SWG teleconference on FS_eVoLP
January 19 17:00-19:00 CET
 
	-   
Progress work on Max. PLR operating points for speech codecs
-       Progress work on Adaptation Request and Signaling Methods based on Application Layer Redundancy
-   
Progress work on analysis of dynamic allocation of UL Max. PLR and DL Max. PLR
-   
Update TR 26.959
 

	Feb-2018
	SA4#97 (5-9 Feb 2018) Fukuoka, Japan
 
	-   
Update TR 26.959 on recommendations and conclusions
-   
Agree on sending TR 26.959 to SA#79 for approval
 


6.    Any Other Business                                                                

7.  
Close of the conference call

The MTSI SWG Chairman, Nikolai Leung (Qualcomm), closed the call at 19:47 CET and reminded participants to add their names to the attendance list at the end of the on-line minutes. He then thanked all the participants and then closed the conference call.
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Annex 1: Meeting Agenda (the final revision)
Source:
SA4 MTSI SWG Chairman

Title:
Proposed agenda for SA4 MTSI SWG AH on FS_eVoLP conf. call on 14 December 2017
Document for:
Approval 

Agenda Item:
2

1.
Opening of the conference call 
	Dec-2017
(Submission deadline: December 12, 24:00 CET)
	MTSI SWG teleconference on FS_eVoLP

December 14 17:30-19:30 CET


	· Progress work on Max. PLR operating points for speech codecs

· Progress work on Signaling Methods based on Application Layer Redundancy

· Progress work on analysis of dynamic allocation of UL Max. PLR and DL Max. PLR




2.
Approval of the agenda and registration of documents
	S4-AHM383
	Proposed agenda for SA4 MTSI SWG AH on FS_eVoLP conf. call on 14 December 2017
	MTSI SWG Chair (Nikolai Leung)
	
	2
	


3.
Reports and liaisons 

4.
Study on enhanced VoLTE performance (FS_eVoLP)


	S4-AHM384
	Evaluation of Dynamic PLR Allocation for Determination of SRVCC Handover Thresholds
	Intel
	4

	S4-AHM385
	Updated objective Performance Test Results for EVS
	ORANGE
	4

	S4-AHM386
	Proposed Subjective Test Plan
	ORANGE
	4


5.
Review of the future work plan 


	Jan-2017

(Submission deadline: January 17, 24:00 CET)
	MTSI SWG teleconference on FS_eVoLP

January 19 17:00-19:00 CET


	· Progress work on Max. PLR operating points for speech codecs

· Progress work on Adaptation Request and Signaling Methods based on Application Layer Redundancy

· Progress work on analysis of dynamic allocation of UL Max. PLR and DL Max. PLR

· Update TR 26.959 



	Feb-2018
	SA4#97 (5-9 Feb 2018) Fukuoka, Japan


	· Update TR 26.959 on recommendations and conclusions

· Agree on sending TR 26.959 to SA#79 for approval




6.
Any Other Business
 

7.

Close of the conference call

Note: The deadline for document submission is 12 December, 23:59 CET.  Please ask the MTSI SWG Chair for Tdoc# assignments. 
____________________

Tdoc “colour code”: 
black = submitted for the meeting 


blue = postponed from an earlier SA4 meeting 


red  =  covered during this meeting

grey =  late submission

strikethrough = withdrawn
Conclusion codes:
a
= agreed


app = approved 

n
= noted

u
= updated 

np = not pursued

pp = postponed
Note: These conclusion codes appearing in the agenda are only informative. Please refer always to the main body of the meeting report for precise and complete explanation of decisions for each document. 
Other notations:
* = allocated under more than one agenda item

-> = replaced by, [or] action follows 

"Noted": 
A document is "noted" to indicate that its content was made available to the meeting, but that the document itself was not agreed or endorsed by the meeting. Any agreements or actions resulting from discussion of the document are explicitly indicated in the meeting report.

Annex 2: List of documents
	Tdoc
	Title
	Source
	Agenda Item
	Conclusion

	S4-AHM383
	Proposed agenda for SA4 MTSI SWG AH on FS_eVoLP conf. call on 14 December 2017
	MTSI SWG Chair (Nikolai Leung)
	2
	Agreed

	S4-AHM384
	Evaluation of Dynamic PLR Allocation for Determination of SRVCC Handover Thresholds
	Intel
	4
	Noted

	S4-AHM385
	Updated objective Performance Test Results for EVS
	ORANGE
	4
	Noted

	S4-AHM386
	Proposed Subjective Test Plan
	ORANGE
	4
	Noted
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