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1 Introduction

This contribution aims to document solutions for possible methods to use for EVS decoder float conformance.
Toward addressing this goal, we propose text in Section 2 for the EVS_FCNBE TR. 

2 Proposed TR Text

5
Methods and Criteria for Decoder

5.1
Description

EVS coder uses multiple coding schemes to get the best coding efficiency. For the decoder, these different modes are defined by the parameters in the bit-stream. Methods based on comparison of decoded PCM signal that are close to bit exactness, could be used to assess the quality of EVS decoder implementation.
5.2
Potential Solutions

5.2.1
General considerations

The reference PCM signals are taken from the decoded floating point test vector library of 26.444. The PCM signal under test are obtained by running the floating point bit-stream included in 26.444 through the Decoder under Test.
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Figure x : Flow diagram for the decoder test
All metrics are calculated on the reference PCM signal [image: image3.png]


 and the PCM signal under test [image: image5.png]X7 (t)



 based on 20ms frames. The frames should be time aligned to the codec framing meaning any delay compensation applied by the EVS implementation should be reverted. The number of samples [image: image7.png]


 for a 20ms frame size is defined by [image: image9.png]N = f.-0.02



, where [image: image11.png]


 represents the sampling rate.
5.2.2
Segmental SNR

5.2.2.1 
Methodology

The segmental SNR method is derived from the decoder conformance used in ISO/IEC 14496-26. The SNR metric is extended by a weight of the current energy in the frame to avoid any low SNR values for very quiet frames. For each 20ms segment, the following values need to be calculated:

· Energy of reference signal:[image: image13.png]—y a2
Erer = X X255




· Energy of test signal:[image: image15.png]



· Noise energy:[image: image17.png]


  

· Reference signal power in dB:  [image: image19.png]



· Test signal power in dB:  [image: image21.png]_ {10[0910 (E%) if Epsr > 0
—160, else




· Weighted signal to noise ratio: [image: image23.png]WSNR =
R = Prer- 10l0gyo (EEE1E29)
oiErs



, with [image: image25.png]EPS = 1075



 

As EVS is a switched codec containing a LPC based speech coder and a MDCT based transform coder, the SNR values vary significantly depending on the used coding mode. Therefore, a constant threshold for the weighted SNR is not suitable but instead, a reference value per frame and test vector. The WSNR should be compared against the thresholds by

· [image: image27.png]WSNR(f,v) < Tenr(f,v) - Prgr(f, V)



where [image: image29.png]


 is a 20ms frame index and [image: image31.png]


 is the test vector index

This means, a potential conformance package needs to provide the [image: image33.png]Tsnr



 values for all test vectors and frames.
5.2.2.2 
Thresholds and Criteria

5.2.2.3 
Assessment
5.2.3
RMS threshold

5.2.3.1 
Methodology

The RMS method is derived from the decoder conformance used in ISO/IEC 14496-26. The RMS error is calculated for each 20ms frame and compared to a threshold according to

· [image: image35.png]m—
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5.2.3.2 
Thresholds and Criteria

5.2.3.3 
Assessment

5.2.4
Spectral Distortion

5.2.4.1 
Methodology

The spectral distortion method can be conducted on a 20ms frame base by the following steps

· Calculate the absolute FFT spectrum of [image: image37.png]


 and [image: image39.png]X7sT



 using a Hanning window
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· with [image: image45.png]Ioto( ot
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     [image: image47.png]forn=0..N—1




For all spectral bins calculated the distortion d according to the flowing pseudo code

cnt=0

for k=1..N/2-1
    if ([image: image49.png]Xoez(k)



==0 && [image: image51.png]Xrsr(k)



==0)

        X_Y = 1;

        Y_X = 1;

    else
        if ([image: image53.png]Xoez(k)



==0)

            X_Y = 0;

            Y_X = 2;

        else if ([image: image55.png]Xrsr(k)



==0)

            X_Y = 2;

            Y_X = 0;

        else
            X_Y = ([image: image57.png]Xoez(k)



 * [image: image59.png]Xoez(k)



) / ([image: image61.png]Xrsr(k)



 * [image: image63.png]Xrsr(k)



);

            Y_X = ([image: image65.png]Xrsr(k)



 * [image: image67.png]Xrsr(k)



) / ([image: image69.png]Xoez(k)



 * [image: image71.png]Xoez(k)



);

        end
    end
    log_X_Y = log10(X_Y);

    log_Y_X = log10(Y_X);

 
    COSH = (X_Y - log_X_Y + Y_X - log_Y_X - 2)/2;

        
    d = d + COSH;

    cnt = cnt+1;
end

d = d/cnt;
The distortion value [image: image73.png]


 is to be compared against a threshold, e.g. [image: image75.png]d < Tsp
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