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2.3	Other related Work Items and dependencies
	Other related Work Items (if any)

	Unique ID
	Title
	Nature of relationship

	710011
	Draft WID of Enhanced Streaming QoE Reporting in 3GPP Services and Networks
	Preceding work item on QoE enhancing, whose objectives and conclusions motivate this WI   


Dependency on non-3GPP (draft) specification: 
3	Justification
[bookmark: OLE_LINK4][bookmark: OLE_LINK5]QoE has great importance for the operator to know the service quality the user consumed, do problem analysis and troubleshooting. Video quality assessment model defined in ITU-T SG 12 could reveal the user experience intuitively, while the QoE metrics defined in 3GPP TS26.247 constitute the foundation for it. If we could not use the same rule or calculation method to gather the QoE metrics, video MOS value would be compared among different implementations. Several issues identified are listed below:
· [bookmark: OLE_LINK1][bookmark: OLE_LINK2]There may be three ways for the similar thing about how long would the subscriber wait for the video view, ‘InitialPlayoutDelay’, ‘playout delay for media start-up’, or it could be derived from ‘PlayList’ metric. However, the three metrics are not so the same, and their definitions should be clarified, and it might be relevant to add the unified calculation method and some examples into the PlayList clause, to clarify how initial stalling can be calculated based on this.
· Although ‘PlayList’ may contain all events that happen during a video session, it is sometimes not necessary for the operator to collect all the information, e.g. in the case of MOS calculation, as well as to focus on and enhance the metrics that impact users’ experience the most. In this case, we can see from Table K-3 in TS26.247, although Event duration is mapped to PlayList, actually only the rebuffering during playout event contained in PlayList is meaningful. It is suggested that some important information, e.g. rebuffering during playout could also be listed as separate metric, just as the representation switch event which is part of PlayList and is also listed as a separate QoE metric. This way the operator is provided more flexibility to configure the necessary metrics to be reported, while no complexity is added to the UE, since the UE will always measure the relevant information in both cases, but just the reporting mechanism is different. .  
· Only periodic reporting scheme has been defined for the time being. If the QoE metrics could not be reported in real-time as needed, it would let the operator be insensitive and unresponsive to the problem occurred. It is preferred that the QoE reporting be the useful tool for the operator to detect the problem even before users acknowledgement and solve the problem as soon as possible. While event-driven QoE reporting framework would be most useful when the network is able to take suitable actions in light of the dynamic QoE reports coming from the clients. Take the QoE metric of Buffer Level as an example, when it is used for QoE improvement, it is more meaningful to the network when the buffer level is under a certain level, implying potential stalling. In this case, event-trigger would be more efficient, providing timely alert to the network. One of the applications could be the event-trigger reporting in conjunction with SAND, that is we not only need the clients to report to the network, but also the network to guide the clients based on the dynamic QoE reports. Therefore, including such an event-driven framework in the context of SAND would be quite relevant, with the use of SAND status (client->network) and PER (network->client) messages. In contrast, the QoE reporting in DASH without SAND would only be for the purpose of service monitoring but would not allow the network to take real-time action in response to the reported QoE metrics.
· It is desirable that more parameters could be gathered or configured by the server. For example, network jitter information could be mastered by setting the period length of how seldom or often for the average throughput gathering, so then the statistics could be derived, such as min, max, median, percentile etc. But the period length could not be set individually. Since the collection period applies to all the QoE metrics gathering now, it would bring more system burdern and unnecessarily frequent reporting of other QoE metrics. And in order to avoid bluky XML-based reporting, maybe more efficient way to just provide a simple and clear list of metrics would be studied.
· The definition of some parameters is not clear, e.g. collection period, collection interval, and measurement interval for individual metric which lead to a lot of confusion. Some attributes named ‘duration’ are used for interval, while some attributes have no time measurement unit. Different readers may have different comprehensions.
· The information about the device manufacture information such as device manufacturer, device model and device ID etc. is needed to known to the DASH server for quality inspection, problem settlement, and dedicated QoE guarantee. Parameters like these should be considered more. Operator could indeed collect these information for the time being, but not by the QoE server. And it takes a lot of work to correlate information between different servers.
· More cleanup and clarification should be done and added to chapter 10 of TS26.247 for clearance. Such as the stopreason “end of period” in PlayList is unclear, as well as more instances about how the playlist could be used. 
4	Objective
Based on the discussion in the justification, the objectives of the work item includes:
· Clarify the definition of the existing QoE metrics, and unify the calculation method for them. 
· Introduce event driven QoE reporting that is activated only in case certain condition/criteria are met or failed to be met. 
· Study and specify the use of event-based QoE reporting in conjunction with SAND functionality toward enabling real-time optimizations on streaming QoE with a particular focus on ‘Consistent QoE/QoS’ and ‘Network Assistance’ modes of SAND.
· Introduce new QoE metrics that are derived from the ‘PlayList’ metric that would allow for more compact reporting of QoE information.
5	Expected Output and Time scale
	New specifications {One line per specification. Create/delete lines as needed}
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	Title
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	Impacted existing TS/TR {One line per specification. Create/delete lines as needed}

	TS/TR No.
	Description of change 
	Target completion plenary#

	TS 26.247
	-  Clarification the definition of existing QoE metrics, and unify the calculation method for them.
-  Definition of new event driven QoE reporting.
-  Introduce new parameter be gathered or configured by the server for better acknowledgement about QoE.
	SP#82 (Dec 2018)
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