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1 Introduction

3GPP SA4 considers providing subjective tests for VR applications [1]. This document provides a few considerations for testing purposes. An initial version of this document was submitted to the telco as AHVIC091. Based on offline discussion among the source companies, some agreements have been collected on testing for VR Services.
2 Purpose

Testing should primarily be done to understand requirements on the formats and distribution requirements. Subjective tests should be designed in the expectation that technology selection will be done based on these tests.

Only a limited set of features can be tested today.

Some questions that may be answered by the tests:

· What are some parameters that influence the quality of 360 video applications?

· What are the expected bitrates for such applications?

· Can existing codecs in 3GPP provide sufficient quality?

3 Testing Parameters

3.1 Introduction

In order to address a reasonable amount of scenarios, it is proposed that only a subset of variants are considered for a more specific use case. We propose to address the quality based on a simple use case following the use case in clause 5.4. in TR26.918.
3.2 Distribution Architecture
The architecture introduced in this clause addresses service scenarios for the distribution of VR content in download services.

Figure 1 considers a functional architecture for such scenarios. VR Content is captured by a VR Content provider and split in audio Ba and video in Bv on the interfaces. Both media come with metadata and are synchronized in time and space. The content is uploaded to a VR Service Provider Portal which stores the original footage. Then the content is prepared for distribution by preprocessing, encoding and file format/DASH encapsulation. Interface Da and Dv provide formats that enable encoding by existing media encoders. After media encoding, the content is made available to file format encapsulation engine as elementary streams E and the file format may generate a complete file for delivery or segmented content in individual tracks for DASH delivery over interface F. Metadata may be added. Content may be made available in different viewpoints, so the same content may be encoded in multiple versions. Content may also be encrypted.

At the receiving end, there is an expectation for the availability of a VR application that communicates with the different functional blocks in the receiver's VR service platform, namely, the delivery client, the file format decapsulation, the media decoding, the rendering environment and the viewport sensors. The reverse operations are performed. The communication is expected to be dynamic, especially taking into account the dynamics of sensor metadata in the different stages of the receiver. The delivery client communicates with the file format engine, and different media receivers decode the information and provide also information to the rendering.[image: image1.png]VR Content Provider VR Service Provider Distributor
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Figure 1 Example Architecture for simple VR Services
3.3 Assumptions

It is assumed that original content is available. Two types of content may be available

· Basic VR content: as low as 4k x 2k (ERP), 8 or 10bit, BT.709, as low as 30fps 

· High-quality: up to 8k x 4k (ERP), 10 bit, possibly advanced transfer characteristics and colour transforms, sufficiently high frame rates, etc.
For the testing it is assumed that an 8k x 4k (ERP), 10 bit with 90fps is available.

Audio is ignored in the testing for video.
The content is encoded into a file and loaded onto the device. No streaming is applied.

The playout device is HMD-based using an existing high-end phone. 
3.4 Fixed and Varying Parameters

The following parameters are expected to be fixed:
· Only ERP is used

· The full 360 video is available after decoding

· 2:1 aspect ratio
· Monoscopic and stereoscopic
· No audio is used
· ok

· If video encoding is done, then HEVC Main10 Profile probably 5.1 is used

· Encoding is done with a specific version of HM
· Make the encoding reproducible

Variable Parameters

· Spatial Resolution: 
· 1408x704, 2048x1024, 3072x1536, 4096x2048 – can we do higher resolution?
· Frame rates: 30fps, 60 fps, 90 fps

· Look at the playout system and make sure that there is no problem with the selected frame rates
· Only QP-based encoding, the bitrates are a result of the encoding

· Make sure that the sequence has a roughly constant complexity

· Choose 4-6 QPs initially, run expert tests to notice artefacts to find the boundaries of the QP range. Use a random access mode of 2 seconds. Reuse existing common test conditions
· Other encoding configurations should be kept to a minimum

· 3 sequences at the beginning
· Sequences do have no or a minimum amount of problems in the original, so no stitching, no noise

· Duration depends on the test methodology, but we have heard 10-15 seconds (Orange) and 20-30 seconds (Nokia). In the earlier case this may be repeated or may watch several times.

· Do we need test sequences, or can we use the same test sequences for training.

· Type of content: 

· sports with complexity

· outdoor scenery

· professionally produced indoor
· natural and possibly synthetic

· moving ROI or static ROI

· fixed camera or moving camera

· more user generated or professionally generated

· Can we get content with appropriate licenses
· Two set of tests:

· Without encoding: would result in 3 (sequences)*4 (resolutions) 3 * (frame rates) *2 (mono/stereo) ( 72 tests

· With encoding: would result in total of 4 (QPs) *72 ( 288 test, but may reduce based on the results of the first test 

4 Testing Framework 
As a starting point the testing frame the test bed in [2] may be considered. However, we consider that the testing framework does not have to be agreed and different companies may provide results with different testing frameworks as long as the tests are well documented and reproducible.
5 Challenges
We still identified some challenges that need to be solved:

· Test content

· Duration of the experiment

· Instructions and permitted Head Movement

· Quality Criteria

· Playback test devices

· Amount of tests
6 Proposal

It is proposed to take this information into account when starting tests.
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