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Background
With 5G work items ongoing at many WGs and tentative schedules for deployments set by service providers, it would be urgent for SA4 to assess the aspects of its services to improve and consider the works for the next generation. As one way of such improvements, we propose to complement existing services with the capability of immersive media, and point out technical issues absent in previous 3GPP services or systems. A draft WID is attached to this contribution.
Immersive Media
Discussion on the various aspects of immersive media can be found in [1] but with this term, we represent a wider range of applications, some of which might not provide quality as high as those of VR. As can be seen in Figure 1, many of these services are currently offered as OTT or via other access types but they can be realized as 3GPP services with benefits such as higher quality from guaranteed QoS, and end-to-end interworking of devices from different manufacturers.
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Figure 1. Devices for immersive media
We can identify a set of parameters required to control immersive media, as outlined in Table 1. If the parameters can be somehow signaled in existing 3GPP services, such as MTSI, PSS, MBMS, or MCVideo, it would be possible to efficiently handle wide-angle video or multi-channel audio.
	
	Session  Parameters (Negotiated/Controlled)
	 Parameters for Immersive Media

	Audio
	· Bit-rate
· # of Channels
· Bandwidth
· Packetization
	· Direction of Channels (Channel-based Audio)
· Ambisonic  Order (Scene-based Audio)
· ...

	Video
	· Bit-rate
· Resolution
· Profile & Level
	· Range of Viewport (or Field of View)

· Direction of Interest
· ...


Table 1. Parameters for immersive media
Interface between Client and L2

A very important difference from existing 3GPP services is that in many implementations, the client or some parts of it are located in a separate device from the UE, because of its strong optical and acoustic requirements for capture and presentation, which cannot be realized with the limited form factor of typical UEs. Such a separation influences the bit-rate, packet loss rate, and delay.
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Figure 2. Protocol architecture of MTSI and MBMS ([2], [3])
New Uplink

As can be seen in Figure 1, many use cases of immersive media require continuous transmission from UE, as in the live broadcast of 360 video via SNS or in the control of drones or robots. Such an uplink or end-to-end links do not have to be as fast (and expensive) as that of MTSI. To assign the high bit-rate required for immersive media at an affordable cost, the delay requirements need to be more relaxed. In addition, processing or protocols that can help the preparation of other services such as PSS or MBMS can be taken in the uplink.
Proposal

Considering the benefits of supporting immersive media in 3GPP services, and the challenges for its realization, we propose to approach the standardization in the following steps:
· Define an immersive media framework for transmitting immersive media point-to-point with relaxed delay constraints
· Define session parameters, and in-band / out-of-band signalling for controlling immersive media, including direction of audio channels, range of viewports, or direction of interest, represented in spherical or cylindrical coordinate systems, taking existing standard specifications, e.g., OMAF, into account
· Define session procedures including immersive media parameters for the new architecture and for existing 3GPP services such as MTSI, PSS, MBMS, and MCVideo.
When the outcome of this work is applied to existing 3GPP services, the policy on media codecs follows the requirements in the respective service. For the new protocol architecture, the codec policy is left FFS.
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