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1 Introduction

During SA4#92, the use case in TR26.918, clause 5.4, was further extended by adding an architecture and a gap analysis. This document provides some discussion on some requirements as well as potential solution to address the use case. In addition, some updates on the use case are provided.
2 Update of Use Case

5.4.1
Introduction: content library and target devices

A Service provider has access to a library of 360 A/V content. The library is a mixture of content formats from user generated content, documentaries, promotional videos, as well as highlights of sports events. The latter content is replaced and updated daily. The content enables to change the field-of-view based on user interaction. The Service provider wants to create a portal to distribute the content to mobile devices. The service provider wants to target two types of applications:

· Primarily, view with an HMD with head motion tracking. The Service provider expects different types of consumption and rendering devices with different capabilities in terms of decoding and rendering capabilities.

· As a by-product, the content provider may permit viewing on a screen with the field-of-view for the content adjusted by manual interaction (e.g. mouse input or finger swipe)

· 
The Service provider has access to the original footage of the content and may encode and transcode it to appropriate formats. The footage includes different types of VR content, including

· For video:

· Monoscopic video, i.e. a spherical video without real depth perception with Equirectangular Projection (ERP).

· Stereoscopic video, i.e., a spherical video using a separate input for each eye with ERP.

· Original content

· original content, either in on original uncompressed domain or in a high-quality mezzanine format.

· Basic VR content: as low as 4k x 2k (ERP), 8 or 10bit, BT.709, as low as 30fps 

· High-quality: up to 8k x 4k (ERP), 10 bit, possibly advanced transfer characteristics and colour transforms, sufficiently high frame rates, etc.

· Sufficient metadata is provided to appropriately describe the A/V content
· For audio:

· Spatial audio content for immersive experiences, provided in the following formats
· Channel-based audio

· Object-based audio

· Scene-based audio, or
· combinations of the above
· Sufficient metadata for encoding, decoding and rendering the spatial audio scene permitting dynamic interaction with the content. The metadata may include additional metadata that is also used in regular TV applications, such as for loudness management.

· Diegetic and non-diegetic audio content.
The service provider wants to reach as many devices as possible and wants to minimize the amount of different formats that need to be produced while ensuring that the content is presented in highest quality on the different devices. 

In particular, the service provider wants to reach devices that are already in the market or emerging mobile devices.

The service provider wants to avoid testing every device, but rather prefers simple interoperability, e.g. standardized interfaces.
5.4.2
Downloading content

The service provider wants to enable that a certain amount of the content can be downloaded to devices through HTTP and is played back on the device after downloading. The service provider wants to ensure that a device downloads only content that it can decode and render while providing the best user experience for the device capabilities.

5.4.3
Non real-time MBMS distribution of VR content

Many of the devices support MBMS file delivery services. The service provider agrees with an MNO that certain content is pre-cached on mobile devices for offline consumption using MBMS file delivery services. The service provider wants to ensure that MBMS delivered content can be consumed by as many devices as possible.

5.4.4
Streaming content

For certain contents, the service provider wants to ensure that content is rendered instantaneously after selection, so a DASH-based streaming is considered. The service provider wants to ensure that a device accesses only content that it can decode and render while providing the best user experience for the device capabilities. The service provider also wants to ensure that the available bandwidth for the user is used such that the rendered content for the user is shown in the highest quality possible.

5.4.5
Gap Analysis

The use case may be implemented using a service architecture as introduced in clause 4.4.2. In this case the delivery may use progressive download, DASH-based streaming or DASH-over-MBMS for encapsulation and delivery.

Based on the architecture in Figure XXX, a system as above requires to define the following components:

· Original content formats on interface B

· For audio that can be used by a 3D audio encoding engine

· For video that can be used by preprocessing and image/video encoding

· Mapping formats from a 3-dimensional representation to a 2D representation in order to use regular video encoding engines

· Encapsulation of the media format tracks to ISO file format together, adding sufficient information on to decode and render the VR content. the information may be on codec level, file format level, or both.

· Delivery of the formats through regular download, DASH delivery and DASH over MBMS delivery

· Static and dynamic capabilities and environment data that is collected from VR application and the VR platform. This includes decoding and rendering capabilities, as well as sensoring data.

· Media decoders that support the decoding of the formats delivered to the receiver.

· In case decoding and rendering are not performed in an integrated block (decoder/renderer), information for audio and video rendering present the information on the VR display and rendering environments.

Based on the considerations above, to support the use case, the following functions are missing in the current 3GPP specification:

· Consistent content contribution formats for audio and video for 360/3D AV applications including their metadata. This aspect may be informative and may be considered outside the scope of 3GPP, but there should at the minimum an assumption on these formats.

· Efficient encoding of 360 video content. In the initial versions, this encoding is split in two steps, namely a projection mapping from 360 video to 2D (projection mapping) and a regular video encoding. In order to address the latter, high-end video decoding platforms should be targeted. The TV video profile codecs in TS26.116 [add reference] may fulfill the requirements. In an extension to basic encoding, viewport specific encoding may be considered. This may for example be supported by the use of specific projection maps or tile-based encoding. This aspect is considered as an optimization rather than essential feature. In addition, the appropriate encoding of metadata to use used by the display/rendering, is necessary. Typically SEI messages are defined to support the rendering. 

· Efficient encoding of 3D audio.

· Encapsulation of VR media into a file format for download delivery. This requires extensions to the 3GP file format

· Providing the relevant enablers for DASH delivery of VR experiences based on the encoding and encapsulation.

· Providing the necessary capabilities for static and dynamic consumption of the encoded and delivered experiences in the Internet media type and the DASH MPD.

· A reference client architecture that provides the signalling and processing steps for download delivery as well as DASH delivery as well as the interfaces between the VR service platform, the VR application (e.g. sensors), and the VR rendering system (displays, GPU, loudspeakers)

· Decoding requirements for the defined 360 video formats

· Decoding requirements for the defined 3D audio formats

· Possibly rendering requirements or recommendations for the above formats, for both separate and integrated decoding/rendering
3 Working Assumptions
In order to achieve high-quality VR experiences, only devices should be taken into account for which the VR service platform provides sufficient capabilities. We believe that capabilities of existing and emerging mobile platforms should serve as the benchmark.

As examples, here are the capabilities of widely used advanced media platforms for VR service distribution.
· Snapdragon 821: https://www.qualcomm.com/products/snapdragon/processors/821 with some details here
· Snapdragon 835: https://www.qualcomm.com/products/snapdragon/processors/835 with some details here
· 7th GEN INTEL core: https://newsroom.intel.com/press-kits/7th-gen-intel-core/ with some details here
· Exynos 8 Octa (8890): http://www.samsung.com/semiconductor/minisite/Exynos/w/solution/mod_ap/8890/
· Exynos 9 (8895): http://www.samsung.com/semiconductor/minisite/Exynos/w/solution/mod_ap/8895/
Based on this, as working assumptions, the following device capabilities should be considered in the context for 3GPP services.

· Media capabilities:
· Video decoding and processing and rendering: 
· HEVC Main-10 Profile, Main Tier, Level 5.1
· Baseline: 4K@60fps, 8 and 10 bit, support for BT.709, single decoder.

· Additional options are under study: baseline plus 1440p@120fps, BT.2100 PQ, tile-based decoding, multiple decoders
· Handling of a subset of projection maps, ERP

· GPU based rendering and manipulation

· Audio decoding and processing:
· Codecs able to handle 3D spatial metadata

· Spatial metadata and spatial rendering (HRTFs and Headsets)

· Broadband access 
· LTE broadband access

· HTTP-protocol stack
· Access to broadband wireless access system supporting several Mbit/s up to 100 Mbit/s, but typically on a “best effort basis”

· Interfaces between platform and application for head tracking/orientation, media decoders, DRM and rendering/GPU.
· Secure trusted media path for certain applications
· End to end media path, from decryption to decode, decompression and rendering/output to external links, must be hardware isolated such that content is protected from unauthorised software processes and other hardware components;
· For the media pipeline it means that there is no software access to any decoded 360 video pixels and the video bitstream contains all information on how to recover a 360 video.

· VR platform is expected to provide rendering capabilities such that immersiveness can be maintained, i.e. with the availability of a 360 video in the rendering buffer, Motion-To-Photon Latency (MPL) is within immersive limits. Note that the VR Industry Forum will work on human factors such as the maximum tolerable MPL and possibly tolerable latencies for decoding and delivery. At this point, the assumption is that the rendering environment has access to a decoded 360 video at any point in time.

4 Derived Requirements

4.1 Definitions

The following terms are used in the following:
	Media Profile 
	file format track, including elementary stream constraints for a specific media type enabling a VR component

	Presentation Profile
	Combination of different tools, including audio and video media profile, to provide a full VR Experience

	ISO BMFF Profile
	The inclusion of a presentation profile into to an ISO BMFF file to provide a full VR Experience

	DASH Profile
	Mapping of media to a DASH Media Presentation


4.2 Requirements
Based on the discussion and the use case above, the following requirements are derived for a solution addressing the use case in clause 5.4.
General

1. The solution is expected to provide for interoperable exchange of VR360 content.

2. The solution is expected to avoid multiple tools for the same functionality to reduce implementation burden and improve interoperability.

3. The solution is expected to enable good quality and performance.
4. The solution is expected to enable interoperable and independent implementations, following common specification rules and practices in 3GPP SA4, e.g. conformance and test tools.
5. The solution is expected to enable full interoperability between services/content and UEs/clients.

5.1. The solution is expected a very low number of fully specified interoperability points that include what is traditionally known as Profile and Level information. 

5.2. Interoperability points addressing a Media Profile file format constraints, elementary stream constraints and rendering information.
5.3. Interoperability points is expected to address a Presentation Profile for a full VR experience including different media, enabling their temporal synchronization and spatial alignment

5.4. The solution is expected to define at least one media profile for audio.
5.5. The solution is expected to define at least one media profile for video.
5.6. The solution is expected to define at least one presentation profile that includes one audio and one video media profile.
6. The solution is recommended to take into account the capabilities of high quality devices such as HMDs that are on the market today or that are on the market by the time the specification is published. 

7. The solution is expected to support the representation, storage, delivery and rendering of:
7.1. Omnidirectional (up to 360° spherical) coded image/video (monoscopic and stereoscopic) with 3 DoF
7.2. 3D audio

8. The solution is expected to work with existing 3GPP PSS and MBMS storage and delivery formats
9. The solution is expected to support temporal synchronization and spatial alignment between different media types, in particular between audio and video.
10. The solution is expected to enable applications to use hardware-supported or pre-installed independently manufactured decoders and renderers through defined conformance points.
11. The solution is expected to support viewport-dependent processing (this may include delivery, decoding and rendering). 
12. The solution is expected to support at least one Presentation Profile that requires support for neither viewport-dependent delivery nor viewport-dependent decoding.

Note: it is obvious that there will be viewport-dependent rendering, both for visual and audio components

Delivery

13. The Specification is expected to support the following methods of distribution:

13.1. Download and Progressive Download as defined in PSS based on HTTP and the 3GP/ISO BMFF file format

13.2. Download Delivery as defined in MBMS using the 3GP/ISO BMFF file format

13.3. DASH-based streaming as defined in PSS

13.4. MBMS-over-DASH based distribution

Visual 

14. The solution is expected to enable content exchange with high visual perceptual quality. 

15. The solution is expected to support distribution of full panorama resolutions up to 4K to decoders capable of decoding only up to 4K@60fps

16. The solution may support distribution of full panorama resolutions beyond 4K (e.g. 8K, 12K), to decoders capable of decoding only up to 4K@60fps, if sufficient interoperability can be achieved.
17. The solution is expected to support metadata for the rendering of spherical video on a 2D screen.
18. The solution is expected to support encoding of equirectangular projection (ERP) maps for monoscopic and stereoscopic video, in an efficient manner. 

Audio 

19. An audio media profile is expected to: 

19.1. support sound quality adequate for entertainment/broadcast (assessed by subjective testing, for example a scale of Excellent with ITU-R BS.1534)
19.2. support binauralization and immersive rendering with sufficiently low latency
Note: binauralization implies adaptivity to user head motion, such that the user experiences directional audio that is consistent with such head motion.
19.3. support 3D Audio distribution, decoding & rendering.

19.4. support immersive content, e.g. higher order Ambisonics,

19.5. support a combination of diegetic and non-diegetic content sources. 

19.6. be capable to ingest and carry all content types:
19.6.1. audio channels,
19.6.2. audio objects, 
19.6.3. scene-based audio,
19.6.4. and combinations of the above.

19.7. be able to carry dynamic meta-data for combining, presenting and rendering all content types.
Security

20. The solution is expected to not preclude: 

20.1. solution and rendering to support secure media pipelines 
20.2. Efficient distribution for multiple DRM systems (e.g. using common encryption)

5 Candidate Solutions

5.1 Summary

MPEG initiated work for media and presentation profiles. The output document in N16826

	w16826
	Profiles under Considerations for ISO/IEC 23090-2 Omnidirectional MediA Format


will be shared with the incoming LS from MPEG and we reference the profiles included in this document.

A candidate solution for the use case, addressing the requirements in clause 4 is the “OMAF Baseline Viewport-Independent Presentation Profile”. This profile includes two media profiles:

· OMAF 3D Audio Baseline Media Profile
· Viewport-Independent baseline media profile
Spatial alignment and temporal synchronization is provided by the integration into the ISO BMFF file format and/or a DASH Media Presentation.

To address extended use cases, also the “HEVC viewport dependent baseline media profile” may be considered.

In the following, a summary of each of those media profiles referenced above is provided. For details, please refer to the expected LS from MPEG.
5.2 OMAF 3D Audio Baseline Profile
This media profile fulfills requirements to support 3D audio. Channels, objects and Higher-Order Ambisonics is supported, as well as combinations of those. The profile is based on MPEG-H 3D Audio [XX].

Note that MPEG-H 3D audio is designed for unidirectional media delivery and has not been evaluated in any other context, and is expected to be unsuitable for conversational applications.
MPEG-H 3D Audio [XX] specifies coding of immersive audio material and the storage of the coded representation in a ISO Base Media File Format (ISOBMFF) track. The MPEG-H 3D Audio decoder has a constant latency, see Table 1 — “MPEG-H 3DA functional blocks, internal processing domain and delay numbers” of [3DA].  With this information, content authors can synchronize audio and video portions of a media presentation, e.g. ensuring lip-synch.  When orientation sensor inputs (i.e. pitch, yaw, roll) of an MPEG-H 3D Audio decoder change, there will be some algorithmic and implementation latency (perhaps tens of ms) between user head movement and the desired sound field orientation. This latency will not impact audio/visual synchronization (i.e. lip synch), but only represents the lag of the rendered sound field with respect to the user head orientation.

MPEG-H 3D Audio specifies methods for binauralizing the presentation of immersive content for playback via headphones, as is needed for 360 Media VR presentations. MPEG-H 3D Audio specifies a normative interface for the user’s orientation, as Pitch, Yaw, Roll, and 3D Audio technology permits low-complexity, low-latency rendering of the audio scene to any user orientation.
5.3 Viewport-Independent baseline media profile

This media profile fulfills basic requirements to support omnidirectional video. Both monoscopic and stereoscopic video is supported. The profile does neither require viewport dependent decoding nor viewpoint dependent delivery. The profile also minimizes the options for basic interoperability. The profile requires clients to support 
· HEVC Main 10 profile, Main tier, Level 5.1 with some restrictions and SEI messages to support signalling of
· Equirectangular projection maps
· Frame-packing using either SbS or TaB to support stereoscopic video
· Simple extensions to the ISO file format (based on OMAF) to signal projection maps and frame-packing
· Mapping to DASH by using CMAF media profile constraints for HEVC and a restricted amount of signalling 
5.4 Viewport-Dependent baseline media profile

This media profile enables viewport-dependent delivery and decoding based on HEVC Main 10 profile, Main tier, Level 5.1.
The profile requires clients to support 

· HEVC Main 10 profile, Main tier, Level 5.1 with some restrictions and SEI messages to support signalling of
· Equirectangular projection maps
· Frame-packing using either SbS or TaB to support stereoscopic video
· Advanced extensions to the ISO file format (based on OMAF) to signal projection maps, frame-packing, region-wise packing, tiling, extractors and viewport-adaptation
· Mapping to DASH using Preselection to signal different viewport.
6 Proposal

Based on the information in this document, the following is proposed:
· Update clause 5.4. in TR26.918 using the updates proposed in clause 2 of this document.

· Add clause 3 of this document to TR26.918 below the use case

· Add clause 4 of this document to TR26.918 below the use case

· Add clause 5 of this document to TR26.918 below the use case with an editor’s note that this will be updated based on information received in the LS

· 3GPP confirms that the MPEG profiles fulfill use cases and requirements and provide feedback to MPEG on the interest on their work for potential normative work in 3GPP.
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