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1 Introduction

During SA4#91, a new use case was added to TR26.918 in clause 5.4. This document proposes some updates to the use cases description. Based on an architecture, a gap analysis is provided comparing the required features with the existing 3GPP specifications.
2 Use Case: Distributing 360 A/V content library in 3GPP
5.4.1
Introduction: content library and target devices

A Service provider has access to a library of 360 A/V content. The library is a mixture of content formats from user generated content, documentaries, promotional videos, as well as highlights of sports events. The latter content is replaced and updated daily. The content enables to change the field-of-view based on user interaction. The Service provider wants to create a portal to distribute the content to mobile devices. The service provider wants to target two types of applications:

· View on a screen with the field-of-view for the content adjusted by manual interaction (e.g. mouse input or finger swipe)

· View in a HMD with head motion tracking. The Service provider expects different types of consumption and rendering devices with different capabilities in terms of decoding and rendering capabilities.

The Service provider has access to the original footage of the content and may encode and transcode it to appropriate formats. The footage includes different types of VR content, including

· For video:

· Monoscopic video, i.e. a spherical video without real depth perception.

· Stereoscopic video, i.e., a spherical video using a separate input for each eye.

· Different spatial and temporal resolutions, e.g. up to 16K and 240fps with 10 bit and 12bit as well as different colour spaces and transfer characteristics.

· For audio:

· Channel-based audio

· Object-based audio

· Scene-based audio

· Mixtures of the above

The service provider wants to reach as many devices as possible and wants to minimize the amount of different formats that need to be produced while ensuring that the content is presented in highest quality on the different devices. 
In particular, the service provider wants to reach devices that are already in the market or emerging mobile devices, for example Android chipsets powered by chipsets of the latest generation, i.e.
· Video: 10-bit 4K decode, 1080p240 FPS decode, 4K HEVC video, decode: 60 fps,
5.4.2
Downloading content

The service provider wants to enable that a certain amount of the content can be downloaded to devices through HTTP and is played back on the device after downloading. The service provider wants to ensure that a device downloads only content that it can decode and render while providing the best user experience for the device capabilities.

5.4.3
Non real-time MBMS distribution of VR content

Many of the devices support MBMS file delivery services. The service provider agrees with an MNO that certain content is pre-cached on mobile devices for offline consumption using MBMS file delivery services. The service provider wants to ensure that MBMS delivered content can be consumed by as many devices as possible.

5.4.4
Streaming content

For certain contents, the service provider wants to ensure that content is rendered instantaneously after selection, so a DASH-based streaming is considered. The service provider wants to ensure that a device accesses only content that it can decode and render while providing the best user experience for the device capabilities. The service provider also wants to ensure that the available bandwidth for the user is used such that the rendered content for the user is shown in the highest quality possible.

3 Gap Analysis

Figure 1 considers a functional architecture for such a use case consider above. Content is uploaded for preparation using interfaces B, split in audio Ba and video/image in Bi. Along with the content preparation, metadata is available that may be used in the encoding and in the file format encapsulation. After media encoding, the content is made available to file format encapsulation engine and the file format may generate a complete file for delivery or segmented content in individual tracks for DASH delivery over interface E. Content may be made available in different viewpoints, so the same content may be encoded in multiple versions. The content is delivered over interface F.
At the receiving end, there is an expectation for the availability of a VR application, the communicates with the different functional blocks in the receiver, namely, the DASH client, the file format encapsulation, the media decoding, the rendering environment and the viewport sensors. The reverse operations are performed. The communication is expected to be dynamic, especially taking into account the dynamics of sensor metadata in the different stages of the receiver. The DASH client communicates with the file format engine, and different media receivers decode the information and provide also information to the rendering.
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Based on this architecture, a system as above requires to define the following components:

· Original content formats on interface B

· For audio that can be used by a 3D audio encoding engine

· For video that can be used by preprocessing and image/video encoding

· Mapping formats from a 3-dimensional representation to a 2D representation in order to use regular video encoding engines

· Encapsulation of the media format tracks to ISO file format together with adding metadata

· Delivery of the formats through regular download, DASH delivery and DASH over MBMS delivery

· Static and dynamic capabilities and environment data that is collected from VR application and the VR platform. This includes decoding and rendering capabilities, as well as sensoring data.

· Media decoders that support the decoding of the formats delivered to the receiver.

· Information for audio and video rendering present the information on the VR display and rendering environments.

Based on the considerations above, to support the use case, the following functions are missing in the current 3GPP specification:
· Consistent content formats for audio and video for 360/3D AV applications including their metadata. This aspect may be informative and may be considered outside the scope of 3GPP, but there should at the minimum an assumption on these formats.

· Efficient encoding of 360 video content. In the initial versions, this encoding is split in two steps, namely a projection mapping from 360 video to 2D (projection mapping) and a regular video encoding. In order to address the latter, high-end video decoding platforms should be targeted. The TV video profile codecs may fulfill the requirements. In an extension to basic encoding, viewport specific encoding may be considered. This may for example be supported by the use of specific projection maps or tile-based encoding. This aspect is considered as an optimization rather than essential feature. In addition, the appropriate encoding of metadata to use used by the display/rendering, is necessary. Typically SEI messages are defined to support the rendering. 
· Efficient encoding of 3D audio. For details refer to the contribution from Andre.

· Encapsulation of VR media into a file format for download delivery. This requires extensions to the 3GP file format
· Providing the relevant enablers for DASH delivery of VR experiences based on the encoding and encapsulation.

· Providing the necessary capabilities for static and dynamic consumption of the encoded and delivered experiences in the Internet media type and the DASH MPD.

· A reference client architecture that provides the signalling and processing steps for download delivery as well as DASH delivery as well as the interface with sensors, displays and GPU

· Decoding requirements for the defined 360 video formats
· Decoding requirements for the defined 3D audio formats

· Possibly rendering requirements or recommendations for the above formats

4 Proposal

It is proposed to update TR26.918 with the information in clause 2 and 3.
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