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Introduction

This contribution proposes text related to object-based audio for inclusion in sub-clauses of clause 4.3 Audio Systems. 
Proposed Text
4.3
Audio systems

4.3.2.3 Audio Capture System for Object-Based audio representation

Object-based representations represent a complex auditory scene as a collection of singular elements comprising an audio waveform and associated parameters or metadata. The metadata embody the artistic intent by specifying the translation from the audio elements to the final reproduction system. 

Sound objects generally use monophonic audio tracks that have been recorded or synthesized through a process of sound design. These sound elements can be further manipulated, e.g. in a digital audio workstation, so as to be positioned in a horizontal plane around the listener, or in full three-dimensional space using positional metadata. An audio object can therefore be thought of as a “track” in a digital audio workstation.
The spatial accuracy of object-based audio elements is dependent on the metadata and rendering system. It is not directly tied to the number of delivered channels. 
Experiences provided by object-based audio typically go beyond a single point audio capture collocated with the camera in order to meet the artistic intent. 
4.3.3 Content Production Workflows

4.3.3.1 Production and post production for Object-Based audio representation

The process of production and post-production for linear VR experiences is similar to traditional cinematic content. A set of audio elements obtained via spatial/soundfield recordings as well as spot microphones reach an audio mixing console or digital audio workstation where an audio engineer crafts an audio mix suitable for binaural reproduction over headphones. This creative process is paramount to deliver a high-quality, hyper-real experience. Hyper-realism is used to describe forms of compositional aesthetic where certain sounds that are present in the real environment are handled in a way so that they are either removed or somehow exaggerated. 




An essential component of VR mixing for cinematic content as well as for live content is the positioning of the different audio elements of the mix in space (i.e. panning) so that they match the video reference. For the mentioned linear content use-cases, this may be achieved through a user interface where the sound objects are positioned into a room-model in reference to a viewer. For VR, the mixing interfaces must be adapted to account for the fact that the video/visuals can encompass the entire sphere or even an entire 3D region around the nominal listening position.
For live produced content generally the same principle applies. Different sound sources obtained via spatial/soundfield recordings, typically captured at different camera locations, as well as spot microphones reach a live audio mixing console. There an audio engineer assisted by automated components developed for live VR production crafts an audio mix suitable for binaural reproduction over headphones. The most obvious difference to the process for cinematic content is that the mix needs to be created in real-time.
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Figure 2: Example of a content creation process for live content

A key component in live workflows is the renderer/presentation manager that generates multiple mixes from a set of input audio elements, e.g. for the different camera viewpoints. This ability to output customized mixes for the different camera viewpoints is more critical for VR than for traditional broadcast use cases as a tight audio-video consistency is a requirement for immersion. 

Object-based audio is well suited to create the hyper-realistic mixes required by professional live VR applications, where creating a soundscape that matches the camera viewpoint must be balanced with crafting an interesting mix. This may require enhancing far away elements that cannot be captured solely from the camera location but are nonetheless important to follow the action. A solution is to author audio objects in ‘world-space’, i.e. the stadium or venue and let the presentation manager transform their position to match multiple viewpoints (e.g. for different cameras). In addition, an increasing number of systems are appearing which can be used to tie audio to real-time tracking systems in order to define dynamic audio objects.
4.3.2.5 Object metadata and controls for VR 

Similar to traditional cinematic use cases, cinematic VR mixing often requires some audio elements to have specific playback-time behaviour. For instance, some non-diegetic background elements or music should preferably be kept ‘head-referenced’ i.e. non-head-tracked, while the diegetic sound effects or dialog should be ‘scene-referenced’ (i.e. head-tracked).

Similarly, it may be desirable for some elements to be rendered with higher timbral fidelity by bypassing binaural processing at playback time. 

Another category of controls for VR applications determines the environmental model . For spherical videos / 3DOF content, the environmental model is often pre-baked into the audio elements themselvesThis means that the reverberation, distance, source directivity and other room characteristics can be static, as with 3DOF interaction the viewer can watch, but cannot freely move within a given space. 
Finally, a last category of VR specific controls relates to gaze-based interaction where the end-user can emphasize or even mute/unmute some of the elements in the mix by looking at specific points or directions.

These specific behaviours or properties can be easily authored and attached to the audio elements as object metadata. 
�Provided that a suitable renderer is available, hence the "may"


�I thought it may be better to remove the contentious statement. I kept the information that the audio systems need a renderer, which of course can influence the quality.


�We need to discuss where this should go in the TR
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