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1 Proposed Gap Analysis
The following gaps are observed within the 3GPP streaming services, namely PSS in TS 26.234 [x1], MBMS in TS 26.346 [x2] and related media delivery protocols and formats, namely the 3GPP file format in TS 26.244 [x3] and 3GPP DASH in TS 26.247 [x4]:
When virtual reality (VR) streaming video content is consumed with head-mounted display and headphones, only the area of the spherical video and the part of the associated audio that correspond to the orientation of the user's head are rendered, as if the user were in the spot where and when the video and audio were captured. To support such VR streaming, it is necessary to enable MPD-based mechanisms to signal VR-related content information to the 3GPP DASH client. VR content information here includes the related codecs, formats and media handling mechanisms for delivery of spatial audio and 360 degree videos. This for instance includes the MPD-based indication of the projection format(s) to be used at the DASH client toward rendering 360 degree videos. This also includes storage of relevant omnidirectional media and the associated metadata in the DASH segments using the 3GPP file format. In addition, for interactive navigation, it is essential to define suitable formats for signalling of field-of-view (FOV) information and/or other relevant information in the MPD. Such signalling provides the client sufficient information about the related VR codecs and formats for DASH representations and help the client determine whether/how it can process and render the content. Depending on its network bandwidth capabilities, and on the user’s FOV, the DASH client can then retrieve one or several DASH Representations, possibly in different qualities. The retrieved content may cover a fraction or the totality of the 360 source content. The goal here is to consume the content in the user’s FOV with the highest quality possible while also minimizing the network bandwidth consumption. Quality of content that is not currently in the user field of view may be of lower quality or even absent. 
The device capability exchange signalling in 3GPP’s PSS [x1] specification enables servers to provide a wide range of devices with content suitable for the particular device in question. In order to optimize delivery of VR content to the client terminal, a new set of attributes can be included in the PSS vocabulary for device capability exchange signalling. These proposed attributes can describe the VR processing and rendering capabilities of the client terminal, including its display characteristics and which projection formats the client supports. This may for example allow the server and network to provide an optimized RTSP SDP or DASH MPD to the client terminal, as well as to perform the appropriate transcoding and format conversions in order to match the transmitted VR content to the capabilities of the client device. 
Finally, it is also important to consider 3GPP-based streaming enhancements toward improving the network bandwidth efficiency without compromising user experience and interactivity. For instance, when a user is watching a VR video with HMD, in order to support immersive experience when the user’s head moving, 360 degree video will be delivered to user directly, but each user only needs see part of the content while navigating in the 360 video, thus resulting in wasted bandwidth and low efficiency. To address this issue, an operator may deploy content servers at the edge of its network to cache VR content. In that vein, both PSS and MBMS architectures support edge caching of media content (i.e., in the PSS server or BM-SC). It may also be possible to cache VR content even closer to the users, e.g., in the RAN. Provided that the cached content is also accompanied with suitable FOV descriptors (e.g., in the MPD), each streaming client will be able to request the DASH representations that will deliver the best quality for the user’s FOV. In the meantime, since there is no longer the need to stream the entire 360 degree video in high quality / resolution to all users, the network bandwidth efficiency can also be enhanced. Moreover streaming enhancements based on Server and Network Assisted DASH (SAND) as addressed in TR 26.957 [x5] may also be beneficial in delivery of VR content.
It should be noted that MPEG is currently conducting work related to DASH in regard to how DASH delivery formats and signalling can be applied to the delivery and playout of high quality VR. MPEG is also developing the Omnidirectional Media Application Format (OMAF) specification [x6] that defines a media application format that enables omnidirectional media applications, focusing on VR applications with 360° video and associated audio. In particular, OMAF specifies a list of projection mappings that can be used for conversion of a spherical or 360° video into a two-dimensional rectangular video, followed by how to store omnidirectional media and the associated metadata using the ISO base media file format (ISOBMFF) and how to encapsulate, signal, and stream omnidirectional media using dynamic adaptive streaming over HTTP (DASH), and finally which video and audio codecs as well as media coding configurations can be used for compression of the omnidirectional media signal.
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