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Summary
In this document the source provides a discussion of the Synchronization aspects in Clause 8 of the Draft TR 26.918 i.e. Interaction latency and Audio/Visual synchronization. It is proposed that VR interaction due to movement be treated separately from other modes of interaction for the purposes of evaluating performance and setting performance requirements. 
It is proposed that the text should be added to Clause 8 of the Draft TR 26.918 and the relevant references included appropriately in the TR. It is also proposed to apply similar latency performance requirements of 20 ms for the audio and video components of a VR system in response to user movement, with an objective of 10 ms.
Audio/video synchronization is also addressed and absolute limits for the audio/video synchronization thresholds for VR are suggested. These however need be computed relative to the delays expected due to the speed of sound over the free-space path length in the virtual environment.
Proposed Text
[bookmark: _Toc328990296]8	Synchronization aspects
[bookmark: _Toc328990297]8.1 Interaction latency
8.1.1 Introduction
Interaction latency is the time delay between the user interacting with a VR system and the system responding to that user interaction. 
Although other interactions in VR systems may be envisaged, the main feature of virtual reality, as stated in clause 4, is that the user is able to move and for the output sensory stimuli of the simulation to change in a manner which is consistent with those movements. It is well known that conflicts between the movement of the user and their senses, usually the visual and the vestibular senses (sensory conflict theory) may lead to nausea or motion sickness which in this case is known as virtual reality sickness. Therefore, from a performance point of view, the accuracy with which the movements of the user are reflected in the visual and audio cues and the latency before these cues respond to the user’s movements are key parameters for any VR system. 
8.1.2 Video interaction (Motion-to-photon) latency
The main driver on performance of the video interaction latency, often referred to as the motion-to-photon latency, comes from the angular or rotational vestibulo-ocular reflex (where the gaze is shifted in direct response to head orientation changes detected by the vestibular system by an equal and opposite reaction). Although research has shown that adaptation to sensory conflicts and other shortcomings in VR systems is possible [1,2,3] at real world (1.0x) magnifications, it has also been shown that sensitivity to virtual reality sickness is sometimes worse depending upon gender, general health and other factors and hence it seems reasonable that VR systems should strive to mimic the real world experience as closely as possible.
The latency of action of the angular or rotational vestibulo-ocular reflex is known to be of the order of 10ms [4] or in a range from 7-15 milliseconds [5] and it seems reasonable that this should represent a performance goal for VR systems. The frame rate from the renderer to the viewer for VR video is usually at least 60 frames per second but more recently systems have been reporting frame rates up to 90 frames per second (~11 ms) or higher, which are more consistent with the latency requirements of the angular or rotational vestibulo-ocular reflex, albeit without any allowance for the detection of user movement and image processing times. When such detection times and image processing delays are taken into account it would seem appropriate to set a requirement of 20ms, although it’s clear that some acute users will be able to discern much lower interaction latency times [6]. It would therefore seem useful to set an objective for the interaction latency time around 10ms.
8.1.3 Audio interaction latency
[bookmark: _GoBack] [The response time of the human auditory system in the presence of head movement is less well characterized but it is known to be dependent upon the nature of the sounds being heard and their direction in relation to the user. It is also well known that inter-aural time differences (ITDs) between the two ears as small as 10 μs can be resolved (approximately 1 degree source separation in the horizontal plane) [7]. For impulsive sounds or broadband noise-like signals the auditory system is very well adapted to providing general direction estimates based upon sounds as short as a few ms within a reverberant environment which is easily demonstrated. 
The audio component interaction latency requirements of a VR system are for further study.]
It would therefore seem reasonable to apply similar interactive latency performance requirements of 20 ms for the audio and video components of a VR system but with an objective to strive for lower interaction latency delays of 10 ms.
[bookmark: _Toc328990298]8.2 Audio/Video synchronization
Due to the relatively slower speed of sound compared to light it is natural that users are more accustomed to, and therefore tolerant of, sound being relatively delayed with respect to the video component than sound being relatively in advance of the video component. This effect is seen in Figure 2 of [8] depicting the detectability thresholds obtained through subjective viewing experiments. These results show that in a range from 125ms (audio delayed) to 45ms (audio advanced) it is difficult for viewers to detect the lack of synchronization. In recent years though the results of [8] have received significant scrutiny mainly because they were obtained with interlaced video of 25 or 30 Hz. 
More recent studies have led to tighter recommendations e.g. [9] recommending an accuracy of between 15ms (audio delayed) and 5ms (audio advanced) for the synchronization, with a recommended absolute limits of 60ms (audio delayed) and 40ms (audio advanced) for broadcast video. These figures therefore lead to an indication of an appropriate range.
In applying absolute limits for the audio/video synchronization thresholds to the VR application there needs to be appropriate account taken of the apparent distance in virtual space from the user to the source of the sound under evaluation. The limits they should be computed relative to the delays expected due to the speed of sound over the free-space path length in the virtual environment.
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