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Summary

The reasons for enabling diegetic (head-tracked) and non-diegetic (non-head-tracked) rendering of sounds, has been discussed at the last meeting SA4#89 in Kista. The metadata to control the rendering is described in the current draft TR conceptually.


The use case described below addresses common practices in content creation for Music concerts. As this type of enterntainment already now is popular for VR, it is important to enable a VR system to deliver VR experiences that are competitive by enabling a level of immersion that at the very least can match, but preferably can exceed the immersion provided by plain A/V (non-VR) content offerings.
Simultaneous diegetic and non-diegetic rendering
A music fan is experiencing a live concert of his favorite band via a head mounted VR display and headphones. He is watching the scene from a camera position that is right on stage, almost as if he was a member of that band. He can freely turn his head, watch the musicians, and experience a binaural representation of the scene.

The sound of certain instruments usually gets compromised, i.e. loses attack and precision, when it undergoes an HRTF based binauralization process for spatial rendering on headphones. (E.g. certain percussion instruments like the snare drum) 
Therefore the sound captured from these instruments shall be omitted in the binauralization process, i.e. rendered without application of binaural/HRTF cues.
Proposal

We propose the inclusion of the use case into the TR in order to address content creators’ demand for the ability to have both head-tracked and non-head-tracked sounds in a mix.
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