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1. Introduction

This contribution provides some candidate text for inclusion into the Technical Report on Virtual Reality, specifically into section 4.2 of the TR describing the video systems used for creating the VR experience as proposed in the section 2 of the present document.

2. Video systems
2.1. Introduction
Virtual Reality has the promise to dive the user into an immersive world that interacts with his head movements. At the video level, this is achieved by providing a video experience that covers as much of the field of view (FOV) as possible together with the synchronization of the viewing angle of the rendered video with the head movements. Although many different types of devices may be able to provide such an experience, head mounted displays (HMD) are the most popular. They rely either on dedicated screens integrated into the system and running with external computers (Tethered) or on a smartphone inserted into the HMD (Untethered). The first approach has the advantages of only requiring lightweight screens and benefiting from a high computing capacity compared to smartphone-based systems, which offer a higher mobility and are less expensive to produce. In both cases, the video experience is generated the same way thanks to lenses-based systems as described in the following clauses as well as some basic principles on the Human Visual System. 
2.2. The field of view
2.2.1. Definition

The Human field of view (FOV) is defined as the area of vision at a given moment (with a fixed head). It is the angle of visible field expressed in degrees measured from the focal point. The monocular FOV is the angle of the visible field of one of the eyes whereas the binocular FOV is the combination (not addition) of the two eyes fields.
2.2.2. Horizontal FOV

The horizontal monocular FOV is the addition of the nasal FOV (from pupil to nose, 60°) and the temporal FOV (from pupil to the side of the head, 100-110°) [ref1]. The monocular horizontal FOV is around 170° in average. The binocular horizontal FOV is around 200-220° degrees [ref2]. 
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Figure 1: Horizontal human field of view

The central vision is also called the comfort zone where sensibility to details is the most important even if the maximum acuity is only a few degrees (3-5°) around the focal point (called the fovea zone). Although less sensible to definition, the peripheral vision is more receptive to movements. The common area covered by both monocular FOV is the area where depth perception is possible (binocular vision: 120°). Figure 1 summarizes the different viewing angles composing the horizontal FOV.
2.2.3. Vertical FOV

The vertical FOV is composed of the central vision area (60°) and the upper and lower peripheral visions (30° and 45° respectively) as illustrated in the figure 2 below.
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Figure 2: Vertical human field of view

The vertical FOV is typically around 135°[ref1]. For both eyes the combined visual field is 130-135° vertical and 200° horizontal [ref2].
2.3. Lenses for a wider FOV

In order to ensure an immersive experience, a large enough FOV is required. Due to the limited size of the screens, lenses are used in between the eyes and the screens in order to fill up the human field of view as much as possible. The figure 3 below describes the principle.
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Figure 3: Use of lenses for VR
Due to the properties of the lenses, the perception of looking at a much larger scene is achieved. Each light ray is expanded through the lens.
2.4. Optical aberrations
2.4.1. Introduction

Although lenses are used so as to increase the field of view, the downside is that aberrations are introduced that need to be corrected or compensated so as to offer a good quality of experience. There are mainly two types of aberrations created by the lenses: The lens distortion and the chromatic aberration.
2.4.2. Lens distortion
When light crosses the lens, it is deviated from its original direction (refraction) proportionally to its distance from the axis of the lens (rays crossing the lens at its axis are not deviated) as illustrated in figure 3. In such a case, images are spherically distorted; their corners stretch outwards and the lines start to curve. In the figure 3, pixel P0 is further from the axis than pixel P1. The projected pixel P0 on the virtual screen is then perceived larger than the projected pixel P1. This distortion is called the Pincushion distortion. 
Pincushion distortion is a lens effect that causes images to become pinched to the centre. The Pincushion distortion effect increases with the object distance from the optical axis of the lens as shown in figure 4 below. 
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Figure 4: Illustration of the optical Pincushion effect
In order to compensate such an effect and remove the apparent distortion, the opposite distortion is applied on the display. This is called the Barrel distortion. The Barrel distortion is the diminution of the image magnification with the radial distance of every point from the optical axis (the further is a point from the centre, the higher its distance from it is reduced). Figure 5 depicts the resulted image when the Barrel distortion is applied on a screen and its result after a lens Pincushion on it.
The direct correlation of the field of view with the amount of distortion of the image is that the wider the field of view is, the more distorted the image is.
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Figure 5: Barrel distortion for correcting the pincushion effect
Even if with such a process the apparent distortion is removed, there are mainly to issues introduced:
First, applying the Barrel/Pincushion combination implies a reduction of pixel density. Even if it barely remains the same at the centre, the reduction is particularly important at the edges of the picture thus loosing fidelity in those regions. However, this process is considered acceptable because the assumption is made that, most of the time, the user looks straight ahead and rather turn his head instead of his eyes. Moreover, as explained in [Clause 2.3.2], the peripheral vision is much less sensible to resolution than the centred vision.

The second issue of applying a Barrel/Pincushion combination is that the image size is reduced. Edge areas of the original picture are lost, thus reducing the FOV. Such a limited FOV with visible black areas all around the picture is called a tunnel effect, which make the immersion feeling to be lost as shown on the figure 6 below:
[image: image6.png]Processed image Resulted image

Source image on display after correction

'\ Pincushion /
| fromlens [

Barrel

[ A





Figure 6: Consequence of the Barrel/Pincushion effect on image size
One solution for solving this size reduction is to use a higher resolution image at the source so as to get the desired resolution after correction. This would require video decoders and graphic-buffers capabilities to be higher than what the display can render.

2.4.3. Chromatic aberration
A common problem with the use of lenses occurs when not all the wavelengths of colours originated from the same location converge to the same focal plane as shown in figure 7. This is called the chromatic aberration. It is a colour separation effect where the light of different wavelength refracts differently on the glass of a lens (also called colour fringing). This chromatic aberration can be corrected by separately resampling the colour channels of an image [ref3]. 
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Figure 7: Illustration of the chromatic aberration
[ref1] : Savino, Peter J.; Danesh-Meyer, Helen V. (1 May 2012). Color Atlas and Synopsis of Clinical Ophthalmology -- Wills Eye Institute -- Neuro-Ophthalmology. Lippincott Williams & Wilkins. p. 12.
[ref2] : Dagnelie, Gislin (21 February 2011). Visual Prosthetics: Physiology, Bioengineering, Rehabilitation. Springer Science & Business Media. p. 398.
[ref3]: T.E. Boult and G. Wolberg, "Correcting chromatic aberrations using image warping", Computer Vision and Pattern Recognition 1992. Proceedings CVPR '92. 1992 IEEE Computer Society Conference on, pp. 684-687, 1992, ISSN 1063-6919.
3. Proposal

The section 2 of the present document is proposed to be included into clause 4.2 Video systems of the Technical Report.
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