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EXECUTIVE SUMMARY

The VIDEO SWG has the responsibility for general 3GPP SA4 video matters (including 3D and scalable video-related topics).
During SA4#89 the VIDEO SWG dealt with the Video Telephony performance feasibility study, the Virtual Reality feasibility study (both jointly with MTSI and SQ SWGs) and some maintenance on HEVC. 

On the video telephony performance we incorporated to the Technical Report the agreements related to the UE end-to-end delay and speech and video synchronization. We discussed the relevance of some video metrics and how their objective measurement could be mapped to a perceived quality. We decided to postpone the completion of the feasibility study by one meeting in order to be able to complete the work, as reflected in the updated timeplan. The incoming LS from ITU-T SG12 is postponed.

 

On Virtual Reality the main achievement is the agreement on a set of use cases to be included into the draft Technical Report. The use cases are now split into different categories (event broadcast/multicast, cinematic, learning applications, VR calls, and user-generated content).

We agreed to only focus on use cases with a single-observation-point as they are identified more realistic in terms of short-term implementation. 

A generic description of the audio content production workflow and formats was also agreed and is included into the TR with some refinements expected.

We discussed some technical approaches for optimizing the delivery rates for DASH-based VR streaming.  Specifically HEVC tiling and DASH Spatial Relationship Description (SRD), both defined in MPEG standards, had been discussed. Although there was some interest, it was felt premature to consider these technical solutions before better understanding the problems to be solved.

VR definitions were discussed and need more discussion before agreeing on them. Standardization activities in other organizations were reviewed and coordination and close monitoring with other organizations is encouraged.

Finally the timeplan is modified in order to allow considering more use cases at the next meeting.

 
On maintenance we agreed on a CR for the TV profile technical report that aligns with the selection of TV profiles in TS 26.116.

We also fixed a reference to an IETF RFC for HEVC payload format in the 3GP file format specification that previously relied on the draft IETFT specification.

The LS from RAN5 was reviewed and a proposed implementation of the QoS examples for AVC level3.1 (for IPv4 and for IPv6) was discussed. More offline work was needed but a reply LS was prepared in case of offline agreement on the related CR.

 

The VIDEO SWG chairman would thank Thomas Stockhammer (Qualcomm) for the minutes taken during the week, as well as Fraunhofer, Dolby and Samsung for the excellent VR demos available during the break times.


The output documents from the VIDEO SWG sessions are:

· A.I. 13.5

· 759 (VIDEO SWG Report)

· A.I. 14.9 (TVProf)

· 757 CR

· A.I. 14.14

· 702&703 CR 26.244

· A.I. 17.7 (FS_UE_VTPerf)

· 751 (TR)

· 753 (Timeplan)

· A.I. 17.8 (FS_VR)
· 754 (TR)

· 758 (Timeplan)

On the RAN5 request :

· A.I. 5.3
· Reply LS to RAN5 (756) 

· A.I. 16.7

· CR on 26.114 (755)

Regarding the incoming LS:

713 (RAN5): noted, replied if CR agreed (then attached to the reply LS)
716 (ITU SG12): postponed
MINUTES

 Video SWG Minutes during SA4#89

10.1  
Opening of the session

Mr. Gilles Teniou (Orange) opens the meeting at 9:05am on June 28th, 2016. 

10.2  
Registration of documents

Mr. Gilles Teniou checks the availability of the documents. All documents will be made available.

	S4-160619
	Alignment with TS26.116
	QUALCOMM Incorporated
	10.4

	S4-160702
	RFC 7798: RTP Payload Format for HEVC
	QUALCOMM Incorporated
	10.4

	S4-160703
	RFC 7798: RTP Payload Format for HEVC
	QUALCOMM CDMA Technologies
	10.4

	S4-160615
	Update of Draft TR 26.932 on UE video delay
	ORANGE
	10.5

	S4-160616
	Update of Draft TR 26.932 on UE speech and video synchronization
	ORANGE
	10.5

	S4-160717
	Discussion on FS_UE_VT_Perf metrics
	Qualcomm Incorporated
	10.5

	S4-160719
	Some considerations on FS_UE_VT_Perf
	Qualcomm Incorporated
	10.5

	S4-160593
	VR: Proposed Use Cases
	Intel
	10.6

	S4-160618
	Standardization Activities around Virtual Reality - What can 3GPP contribute?
	QUALCOMM Incorporated
	10.6

	S4-160626
	VR Audio Use Cases and Formats
	Fraunhofer IIS
	10.6

	S4-160627
	VR content creation and transport workflow
	Fraunhofer HHI
	10.6

	S4-160680
	Providing VR services through 3GPP networks
	TNO
	10.6

	S4-160699
	VR definitions
	ORANGE
	10.6

	S4-160700
	On Use-Cases for Virtual Reality
	HUAWEI Technologies Co. Ltd
	10.6

	S4-160721
	Use cases for VR
	Dolby Laboratories Inc., Qualcomm Inc.
	10.6

	S4-160731
	VR Use Cases and Recommendations
	Samsung Telecoms America
	10.6

	S4-160736
	Draft CR 26.114 on Addition of QoS example (Release 14)
	Ericsson LM
	10.8

	S4-160737
	Draft Reply LS on EPS bearer mapping (To: R5)
	Ericsson LM
	10.8


10.3  
Reports and liaisons from other groups

none                                                                             
         


10.4  
CRs to Features in Release 13 and earlier

Mr. Thomas Stockhammer (Qualcomm) presents

	S4-160619
	Alignment with TS26.116
	QUALCOMM Incorporated
	10.4


Discussion:

· Some typos identified

· Use doc instead docx

Decision:

· Agreed with revisions

S4-160619 is revised to S4-160757.

	S4-160757
	Alignment with TS26.116
	QUALCOMM Incorporated
	10.4


S4-160757 is agreed without presentation and will be sent to SA4 plenary.

Mr. Thomas Stockhammer (Qualcomm) presents

	S4-160702
	RFC 7798: RTP Payload Format for HEVC
	QUALCOMM Incorporated
	10.4

	S4-160703
	RFC 7798: RTP Payload Format for HEVC
	QUALCOMM CDMA Technologies
	10.4


Discussion: none

S4-160702 is agreed and will be sent to SA4 plenary.

S4-160703 is agreed and will be sent to SA4 plenary.

10.5  
Study on UE characteristics and performance for Video Telephony (FS_UE_VTPerf)

Note: FS_UE_VTPerf is dealt in joint sessions with MTSI and SQ SWGs.

Mr. Stephane Proust (ORANGE) presents

	S4-160615
	Update of Draft TR 26.932 on UE video delay
	ORANGE
	10.5


Discussion:

· Andre: For the UE measurement, do we want to come up a single method?

· Stephane: still open, right now it is generic

· Paolo: The draft TR is not correct in 3GU, it should be pseudo CR. Select the proper type.

· Gilles: Figure 1 is not cited in the text and is present twice

· Paolo: some figures are not visible in certain views. Please reproduce.

· Andre: I want to make sure that we can bring a sequence that are properly done.

Decision:

· Agreed with the comments

S4-160615 is agreed with the changes above. The text will be integrated in an updated version of TR26.932 in S4-160751.

Mr. Stephane Proust (ORANGE) presents

	S4-160616
	Update of Draft TR 26.932 on UE speech and video synchronization
	ORANGE
	10.5


Discussion:

· Imre: On applicability of ITU-R, is this verified or just a guess?
· Stephane: We made some tests, but did not yet publish. Will bring next meeting

· Imed: How would you measure the threshold? By human observation?

· Stephane: through objective tests

· Gilles: Indeed you have some audio beep and video flash

· Imed: We may take it offline.

· Jon: We know how to measure audio delay. Synchronization is a problem and the test signal does not have to synchronized. The issue is a different one. It is sufficient to measure the end-to-end delay for  the component. This is sufficient

· Gilles: still fail to understand. If you know the value

· Jon: You do not need the beep synchronized the audio

· Nik: It is correct if you measure delay each packet, but you wanna make sure that synchronization is maintained. You can no measure independently

· Thomas: the audio and video need to 

· Andre: You cross-correlate the audio and video all the time, and you need to do so

· Stephane: You may have variations in both components

· Andre: Say that the measurement needs to be for both components at the same time

· Stephane: Yes sync needs to be happening all the time, for example by the test equipment

· Jon: I take it offline

· Dave: It is confusing to call to it delay

· Thomas: It is skew

· Jon: agree, this is my confusion

· Stephane: Where do I mention delay?

· Dave: in the cover page and in 6.3

· Jon: the figure says “delay” as well.

· Gilles: 

· add a reference to ITU-R. 

· Change Fig 1 to Figure 1

· Improve Figure 1 and add a caption

· Stephane: Can we get the copyright for the figure? Do we have to formally request?

· Paolo: yes, but let’s reference instead

Decision:

· Agreed with the comments

S4-160616 is agreed with the changes above. The text will be integrated in an updated version of TR26.932 in S4-160751.

Mr. Andre Schevciw (Qualcomm) presents

	S4-160717
	Discussion on FS_UE_VT_Perf metrics
	Qualcomm Incorporated
	10.5


Discussion:

· Peter: Requirements in TS 26.131 currently apply to the telephony component of a multimedia service, for all parameters except speech delay which applies to speech-only services. 

· Andre: We can use the same measurement tools

· Peter: Everything is applicable to VT as well except delay

· Dave: Concerned about section 2.2. The ugly truth is that we do not know what the quality is for video. Netflix used for example a machine being trained, but still with little success. Also noise for example is an artistic intent.

· Gilles: Understand that film industry is one world. VT is different

· Dave: Blurriness may be a good thing for the background

· Stephane: We would like to find some good measures

· Dave: EPFL did an extensive tests on quality, and only in 80% of the cases better objective also provide you better subjective tests.

· Stephane: We need some minimum amount of work. Currently we have nothing

· Dave: Just do not over-promise

· Andre: This is why we do not want to rely on one magic number, we need multiple dimension
· Stephane: Support the approach

· Hans: Same issue as audio, just many more dimensions. We will not come to a single result.

· Nik: Appreciate Dave’s comments, but if we say indicative, how can you set requirements

· Dave: OK - PSNR bad -> quality bad; PSNR good -> quality ???
· Andre: 

· Peter: test methodology for VT is covered by speech except delay. 

· Jon: the delay method used today is made redundant because the differential delay is the relevant one.

· Andre: There is both, absolute number and relative delay

· Jon: We have three requirements, audio, video, skew

· Gilles: Why we would have three values?
· Stephane: if we do delay measurement today for audio, we do a clock sync first, measure delay. You also need to capture the skew 

· Dave: you need to measure the audio and video being synchronized at the encoder input

· Thomas: you need at any instant in time to take into account the audio delay, the video delay and the skew and create a single metric at the instant of time. No averaging over each component, but correlate

· Dave: We only need two, service delay and sync

· Thomas: agree

· Gilles: revisit the proposals

· Proposal in 2.2 is agreed with the comments above

· Proposal in 2.3:

· Paolo: We have a project in ITU-R on this matter. Objective are expected to be finalized soon, work may be considered

· Peter: We are not coming from a blank page. Almost everything is done, we can reuse and extend. It is already included in the spec. Test plan includes video aspects.

· Andre: if already agreed, even better.

· Stephane: are you sure?
· Peter: yes, says it in the scope

· Proposal is already “agreed” by the scope of  26.131 and 26.132

· Proposal in 2.4 is agreed

Decision:

· Proposal in 2.2 is agreed with the comments above

· Proposal in 2.3 is already “agreed” by the scope of 26.131 and 26.132

· Proposal in 2.4 is agreed

· Proponent works with the editor to integrate agreed aspects in the TR.

S4-160717 is agreed. A new document will be generated to include the agreements in the pCR in S4-160752. 

	S4-160752
	Pseudo CR to TR26.932 on FS_UE_VT_Perf metrics
	Qualcomm Incorporated
	10.5


S4-160752 is withdrawn. 

Mr. Stephane Proust (ORANGE) presents

	S4-160751
	TR 26.932v0.2.0
	ORANGE (Editor)
	10.5


Discussion:

· none

Decision:

· agreed

S4-160751 is agreed and will be presented to the SA4 plenary.

Mr. Stephane Proust (ORANGE) presents

	S4-160753
	FS_UEVTPerf Project Plan v0.2.0
	ORANGE (Editor)
	10.5


Discussion:

· none

Decision:

· agreed

S4-160753 is agreed and will be presented to the SA4 plenary.

10.6  
Study on Virtual Reality (FS_VR)

Note: FS_VR is dealt in joint sessions with MTSI and SQ SWGs.

Mr. Jan Plogsties (Fraunhofer IIS) presents

	S4-160626
	VR Audio Use Cases and Formats
	Fraunhofer IIS
	10.6


Discussion:

· Kurt: On the tables in section 2, why is object-based excluded?

· Jan: this is just what is used today. It is more a scenario as used today

· Kurt: A service was launched last week that uses object based distribution

· Andre: On the two use cases at the end. Why is MBMS not applicable?

· Jan: may be applicable on both

· Holly: Recording concepts may not be appropriate in certain cases 

· Thomas: On 1, even not included, Cinematic VR is probably not suitable assigned to user-generated content

· Jon: Even if the user is static, the scene can move

· Scott: agree that Cinematic VR is may be the wrong term. Clear definitions for example in VR

· Jan: I am aware in the difficulty from the naming point of view. Cinematic is a wrong name for the content out there. It is a fixed viewpoint scenario. The use cases are not cinematic centric.

· Scott: I am not sure what scene-based audio is. Is it formally defined? Object-based audio should be included in the list.

· Scott: Video may be dynamic, and audio is static? This is not correct. Object-based audio needs to be added.

· Jan: On missing definitions, propose to add definitions on the different technologies.

· Gilles: remind on the structuring of the TR collecting use cases.

· Jon: focus on use cases that are realizable for VR today.

· Gilles: come with use cases that are relevant for our business

· Thomas: On use cases 3.2, is the uplink also part of the use case?

· Jan: EVS is in the uplink

· Thomas: EVS is a codec and not a service

· Stefan: for live streaming we also consider the uplink. EVS

· Dave: on the uplink, you can solve the rights question by doing your own performance

· Thomas: the use cases are unclear on what is part of a 3GPP service

· Andre: we collect the use cases and then check the relevancy for 3GPP.

· Ozgur: I like Andre’s suggestion not to look into the details on the use cases, but do the details later

· Jon: In 700, we should avoid adding use cases that are not in 3GPP scope

· Thomas: I believe we need to make sure that we bring the use cases closer to 3GPP in order to identify the scope of the work.

· Question on some terms and definitions, Jan explains those

· Jon: I am ok with use cases 3.2 and 3.3

· Dave: on 3.2 we should include 

· Thomas: The use cases are complex as they combine uplink and downlink. Is it the intention that the complexity of the use cases are addressed.

· Imed the use cases are relevant

· Ozgur: support the adding the use cases 

· Summary:

· Agree section 2, but define terms such as diegesis

· Use cases are agreed in principle, but kept aside for after all the other use cases are looked at.

Decision:

· Agree section 2, but define terms such as diegesis

· Use cases are agreed in principle, but kept aside for after all the other use cases are looked at.

S4-160626 is noted with the agreements from above.

Mr. Jon Gibbs (Huawei) presents

	S4-160700
	On Use-Cases for Virtual Reality
	HUAWEI Technologies Co. Ltd
	10.6


Discussion:

· Gilles: if you talk about continuously variable observation point, is it about the translational movement of the user.

· Jon: Yes, it is about capture point and user position

· Andre: The procedure proposed is to list use cases, and then discuss why we are not interested in certain use cases. Supportive of this.

· Kurt: Likes to document use cases, and then prioritize and exclude/include

· Dave: 3.2 is not a use case that is doable. But there is an intermediate case where you can step across viewpoints.

· Jon: It is part in the second paragraph

· Dave: Missed this, should be updated to fixed OP then, not single.

· Kurt: There needs to be a third case with 6 DOF

· Imed: We see that we are already talking about point clouds. Very difficult to compress and deliver. 6DOF and point cloud is complex. We should start with 360 video.

· Jon: Agree with Imed. We do not advocate point clouds. It addresses the issue that certain issue are complex

· Stefan: we would like to focus on 360 video as well

· Kurt: We should keep technologies out

· Thomas: if technologies are excluded, then we need to make sure that the use cases are crystal clear.

· Dolby: We need to separate use cases from the solution space

· Gilles: What you describe is a single observation point

· Summary: 

· Agreement to focus on single operation point use cases

· Agree to include text, but removing specific technologies

Decision:

· Agreement to focus on single operation point use cases

· Agree to include text, but removing specific technologies

S4-160700 is agreed with the changes from above.

Mr. Ozgur Oyman (Intel) presents

	S4-160593
	VR: Proposed Use Cases
	Intel
	10.6


Discussion:

· Imed: I am not aware of any game that streams video. I am not understanding the use case

· Ozgur: Assistance from the cloud necessary

· Imed: Can you give examples for any of these use cases?

· Holly: Is this feasible with the scenario to 10ms latency?

· Ozgur: Yes this is possible

· Gilles: What is sent from the user to the cloud

· Thomas: This seems to motivate MEC, but I fail to see what SA4 can do of the use case.

· Ozgur: It is about a feasibility study of the network

· Imed: Consider to change the use case to watch other players.

· Ozgur: We want to check feasibility

· Jon: Seems exploratory, not in the 360 domain

· Kurt: this is a video streaming use case, isn’t it?

· Andre: difference is the uplink

· Thomas: Still not understanding what 3GPP SA4 can do here

· Ozgur: It is a feasibility study on what are the requirements for such use cases

· Dave: Still not clear if the use case in any feasibility

· Bernhard: This use case may be considered in the 5G context

· Dave: Use case 2 provides already a solution

· Thomas: The use includes a claim that something is better which is not proven anything better.

· Andre: this is again a problem that we try to avoid to have solution centric use cases

· Thomas: We need to accept that we have a hard motion to photon delay requirement of likely below 20ms. 

· Holly: Agree, more 10ms

· Imed: Again this is a solution

· Ozgur: I would revise to remove solution space

· Imed: The use case still includes a solution

· Thomas: My key problem is the combination of HMD with the solution as the delay requirements are so significant that we can not assume that the solution works.

Decision:

· Use Case 1 is not agreeable as is

· Use Case 2 is not agreeable as is, but it is expected that we add a streaming use case.

S4-160593 is noted.
Mr. Thomas Stockhammer (Qualcomm) presents

	S4-160618
	Standardization Activities around Virtual Reality - What can 3GPP contribute?
	QUALCOMM Incorporated
	10.6


Discussion:

· Gilles: What do you want us to do?

· Thomas: Just be clear on the scope, and clarify it internally

· Dave: We need to work within in our service

· Thomas: The quality aspects may be very relevant

· Kurt: If you talk about quality, what are you referring. Audio, Video, Delivery, Immersiveness?

· Thomas: all 4, the service quality is what matters

· Kurt: Audio is very complex and impossible

· Thomas: impossible is about just the right thing for SA4. I do not want to give up as we want VR to be a success for the next years and we need to get a better understanding of the quality when we enter technical discussion

· Gilles: tend to agree

Decision:

· The document is noted

S4-160618 is noted.

Mr. Serhan Gül (Fraunhofer HHI) presents

	S4-160627
	VR content creation and transport workflow
	Fraunhofer HHI
	10.6


Discussion:

· Imed: Is HEVC tiling supported in decoders? And what is the performance drawback?

· Not sure if supported, but part of the decoder

· Imed: Only sending a specific region is not gonna work as you always need to keep a low resolution in order to address the head movement. Such as Facebook does it

· Serhan: Yes would also be an approach to always send a solution

· Andre: Section 2 is very interesting. The problem on section 3 is again the delay.

· Thomas: tiles and SRD is defined, but no study on latency.

· Lucia: agree on the 10/20ms, but you may not see the full resolution picture

· Dave: We are in the solution space again, but we should focus.

· Jaeyeon: What is the proposal now? Content production is outside the study

· Thomas: If it is a single view only, we should  not include it as a possible solution.

· Jaeyeon: This is a very specific solution, so we should not discuss the use cases.

· Thomas: Tile-based streaming may have security issues, we need to be aware of this.

· Imed: this is a specific solution, so why include

· Thomas: support, because what will we do from here on

· Serhan: The goal is to study the issue

· Imed: But then we should look into this adding, when we know more détails

Decision:

· More details are necessary on the performance and the optimization problem

· The document is noted.

S4-160627 is noted.

Mrs. Lucia D’Acunto (TNO) presents

	S4-160680
	Providing VR services through 3GPP networks
	TNO
	10.6


Discussion:

· Imed: Is the proposal to adopt SRD in DASH?

· Lucia: No proposal, only discussion!

· Imed: Is there any dependency between the low and high resolution?

· Lucia: There may be different optimizations for delivery, for example the main FOV is broadcast.

· Imed: Seems difficult when the ball is moving

· Lucia: OK, we may use it differently

· Gunnar: We should send the high resolution over MBMS, to exploit the bitrate

· Lucia: 4K is the “low” resolution, then this is real high bitrate

· David: Perfect is the enemy of good. We should do what we can.

· Lucia: Then SRD is perfect

· Imed: One more question (promise it is the last?) Is the multiple decoders possible?

· Lucia: May be difficult

· Thomas: Not with commercial high-end devices, for example the European and US version of Samsung S7 supports 16 parallel HEVC decoders

· Gilles: On 2.1, regardless what you deliver, e.g. 4K, you still have optical limits

· Lucia: This is about the encoding

· Jon: It is not 20ms for delivery

· Lucia: Agree, after the discussion yesterday

· Andre: Call motion-to-photon delay

· Andre: is 60fps really necessary on the delivery, there can be frame rate interpolation?

·  Discussion on framerates, Agreement that there is no agreement.

· Dave: We need to take into account the bitrate challenge?

· Paul: we also support SRD

Decision:

· Noted

S4-160680 is noted.

Mr. Gilles Teniou (Orange) presents

	S4-160699
	VR definitions
	ORANGE
	10.6


Discussion:

· Discussion on what is real and virtual

· Dave: It is about how it is delivered

· Jon: Augmented is being in the real world and something is added.

· Dave: fine with the decision, should add it

· Imed: We should not diverge from the common decisions

· Gilles: We should still define it

· Imed: I am not sure

· Thomas: we should not define 

Decision:

Mr. Andre Schevciw (Qualcomm) presents

	S4-160721
	Use cases for VR
	Dolby Laboratories Inc., Qualcomm Inc.
	10.6


Discussion:

· Paul: In the VR CALL, the visual experience is just in one direction?

· Andre: Yes, this would otherwise serious

· Jon: This is not really VR, it is not immersive per se. The audio is also limited in the directionality. Are you replicating a regular meeting?

· Andre: Yes

· Imed: Use case 2.2.2 seems to be engineered for audio specific issues

· Andre: Event production may sell specific position, so it is a mixture of scene-based and object-based video.

· Imed: Still do not see the business case. I would not give you any funding

· Andre: I would not want your money. 

· Imed: Switching between view points is ok, pay-per-view is not the really great

· Andre: If something is too business-centric, it can be removed.

· Stefan: On use case 2.2.4, is a TV set a 3PP device

· Gilles: Yes, if UE functions are included, this is the case.

· Jan: so the scenario, the same signal is received is on both devices. No connection

· Stefan: A content provider would likely not use the same signals to different devices.

· Gilles: You can use a remote control

· Kurt: You may primarily target HMD, but also repurpose on TV

· Stefan: Still not sure

· Kurt: So what! 

· Thomas: First use case that does not target HMD only, so maybe having the use case separately may be useful

· Gilles: Should we also include other type of devices?

· Andre: sure, the cropping is the key message here

· Jan: There is TV and there is more, tablets

· Kurt: on a tablet, the rendering stage may be different

· Jan: Use case 2.2.5 is quite complex

· Kurt: This is real-time post production

· Thomas: Where is the connection to 3GPP and VR?

· Kurt: you can put yourself at different VR cameras

· Ozgur: The uplink seems to be outside scope of 3GPP, but the downlink is. 

· Jon: What makes the use case different, is the implementation. The sounds are coming from different recordings, but this is just implementation

· Kurt: there is some differences in production

· Gilles: seems not agreeable

· Andre: This is not user generated, it is about professional content, should clarify 360 video

· Dave: So you use cinematic that this is a professional production

· Andre: Yes

· Dave: Remind that this is a new story telling

· Stefan: Use case 2.4.2, what is the type of interaction?

· Andre: You need some hand raising tool

· Jon: Does it bring anything new to the use cases? Is it no just a nuance to call

· Some more discussions on the details

· Thomas: On 2.5.1, just to clarify, the VR experience is just in one direction?

· Andre: yes

· Jon: Do you really need 360? Is it not just that you put in front. 

· Andre: there is an outspace app, maybe just check, Creates a virtual spec. Synthetically rendered.

· Gilles: Not clear on how this is done!

· Ozgur: What is the 3GPP relevance of this use case?

· Andre: You have positional information in space that needs to be delivered.

· Jon: My view this not mature enough and needs an offline consideration. There are some open questions, like Avatars are moved. Unclear who is changing the position of the Avatar. Unclear

· Gilles: 2.6 is this really in scope?

· Kurt: agree that from the study item, it is not in scope. It is not about video.

· Dave: Whether the terminal renders it with or w/o AR content is outside our scope.

· Kurt: The add on is there

· Jon: There is location and background that needs to be added.

· Gilles: not agreed

· Holly: 2.7 How is this different from the remote presence stuff. 

· Dave: You walk around a machinery, this is the outside to inside view

· Kurt: this is what it is

· Gilles: thought it is excluded

· Holly: so this is about a rendered engine only, 

· Thomas: do we also have a touch device?

· Andre: maybe be similar than IKEA kitchen app. More an app

· Kurt: It is about remote monitoring

· Holly: What is real and what is modeled?

· Kurt: Video modeled, sound real

· Hans: Do not like to remove the use case, seems to be important

· Gilles: We are not removing, we are asking for more information

· Gaming is out of scope of our study.

Decision:

· Use case 2.2.2 is agreed

· Use case 2.2.3 is agreed

· Use case 2.2.4 js not agreed, will be taken offline

· Use case 2.2.5 is not agreed based on the feedback

· Use case 2.3.2 is agreed, also add 2.3.1

· Use case 2.3.3 is agreed

· Use case 2.4.2 is agreed

· Use case 2.5.1 is agreed

· Use case 2.5.2 is not agreed, will be taken offline

· Use case 2.6. is not agreed

· Use case 2.7 is not agreed

S4-160721 is noted with the agreements above. The agreed use cases will be added to an updated version of the TR26.918 in S4-160754. 

	S4-160754
	TR26.918 v0.2.0
	ORANGE (Editor)
	10.6


Mr. Imed Bouazizi (Samsung) presents

	S4-160731
	VR Use Cases and Recommendations
	Samsung Telecoms America
	10.6


Discussion:

· Thomas: Is the use case 3.1 with the interactivity using an HMD or another type of interactivity? We should be explicit about this?

· Imed: It is HMD quite likely

· Gilles: There are different types of interactivity, content and immersive?

· Thomas: On the media formats in 2.1, is there any information on how the perceived quality is associated to this?

· Imed: this has evolved by experience, but there is also some information

· Lucia: Does the resolution assume an equirectangular projection map?

· Imed: We have many, a lot, more you can think of. We work with OpenGL, so this basically gives an idea. It is easier to deal with dyadic maps, and using 2:1. If not 2:1, the GPU can do some processing.

· David: Can we change resolution to picture aspect ratio

· Imed: agree

· Kurt: On the audio, are the 4 directions representing a B-format?

· Imed: goes beyond my knowledge (which is the first time I hear from Imed, so quite an unusual event)

· Gilles: The use cases may already be covered, we need check

· Kurt: maybe not, as you talk about content interactivity

· Imed: We focus on simple and basic use cases.

· Andre: What is not described in the use cases is user generated use cases.

· Imed: could be both, user generated and professional content

· Gilles: Can you add more details on the use cases and the content interactivity.

· Imed: Should we add section 2?

· Gilles: reluctant to add such information as it is specific to the Samsung VR but it is very good information as a starting point of our study.
· Thomas: I would support adding this as this is the only way to make progress

· Gilles: A TR should reflect findings from our own studies and not company requirements for their own device otherwise the TR might look like a collection of company recommendations.
· Bernhard: Why is audio bitrate 169 kbit/s?

· Imed: do not know

Decision:

· Nothing will be added.

S4-160731 is noted.

10.7  
New Work/New Work Items and Study Items

none.

10.8  
Liaisons and Liaison Responses

Mr. Bo Burman (Ericsson) presents

	S4-160736
	Draft CR 26.114 on Addition of QoS example (Release 14)
	Ericsson LM
	10.8


Discussion:

· Nik: We are happy with the overall proposal, but the MBR may be increased to 2 MBit/s. The variability is also to be checked. We need some more time to finally check. Should have answer by plenary

· Bo: I may agree that increasing MBR may be good. The 1 MBit/s is more an average than MBR

· Gilles: is it an example?

· Nik: Yes, but relevant because RAN5 typically uses these numbers from the example.

· Nik: We are still verifying if 192 kBit/s is not too low. 

· Gilles: Use H.264 reference consistently, may have AVC

Decision:

· Document noted, but invited to create CR after offline resolution.

S4-160736 is noted. S4-160755 is assigned to a CR to be sent to SA4 plenary.

	S4-160755
	CR 26.114-xxxx on Addition of QoS example (Release 14)
	Ericsson LM, Qualcomm Incorporated
	10.8


S4-160755 is directly presented to SA4 plenary,

Mr. Bo Burman (Ericsson) presents

	S4-160737
	Draft Reply LS on EPS bearer mapping (To: R5)
	Ericsson LM
	10.8


Discussion:

· Gilles: need to agree CR before sending

Decision:

· Document noted, but content agreed.

S4-160737 is noted.                                                  

10.9  
Any Other Business

none

10.10
Close of the session 

The chairman closed the session on June 30, 2016 at 4:48pm.
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Annex A - The documents status

A.1 Agreed documents (not presented to SA4 plenary)
	Tdoc number
	Title
	Source
	SWG Agenda Item
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary*

	S4-160615
	Update of Draft TR 26.932 on UE video delay
	ORANGE
	10.5
	
	agreed
	

	S4-160616
	Update of Draft TR 26.932 on UE speech and video synchronization
	ORANGE
	10.5
	
	agreed
	

	S4-160700
	On Use-Cases for Virtual Reality
	HUAWEI Technologies Co. Ltd
	10.6
	
	agreed
	

	S4-160717
	Discussion on FS_UE_VT_Perf metrics
	Qualcomm, Incorporated
	10.5
	
	agreed
	


A.2 Agreed documents (to be presented to SA4 plenary)

	Tdoc number
	Title
	Source
	SWG Agenda Item
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary*

	S4-160702
	RFC 7798: RTP Payload Format for HEVC
	QUALCOMM Incorporated
	10.4
	
	agreed
	14.14

	S4-160703
	RFC 7798: RTP Payload Format for HEVC
	QUALCOMM CDMA Technologies
	10.4
	
	agreed
	14.14

	S4-160751
	Draft TR 26.932 FS_VT_UEPerf v0.2.0
	ORANGE (Editor)
	10.5
	
	agreed
	17.7

	S4-160753
	FS_UE_VTPerf Project plan, v0.2.0
	ORANGE
	10.5
	
	agreed
	17.7

	S4-160757
	CR 26.949: 002 rev2 Alignment with TS26.116
	QUALCOMM Incorporated
	10.4
	
	agreed
	14.9


A.3 Other status than agreed documents (not presented to SA4 plenary)

	Tdoc number
	Title
	Source
	SWG Agenda Item
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary*

	S4-160593
	VR: Proposed Use Cases
	Intel
	10.6
	
	noted
	

	S4-160618
	Standardization Activities around Virtual Reality - What can 3GPP contribute?
	QUALCOMM Incorporated
	10.6
	
	noted
	

	S4-160619
	Alignment with TS26.116
	QUALCOMM Incorporated
	10.4
	S4-160757
	revised
	

	S4-160626
	VR Audio Use Cases and Formats
	Fraunhofer IIS
	10.6
	
	noted
	

	S4-160627
	VR content creation and transport workflow
	Fraunhofer HHI
	10.6
	
	noted
	

	S4-160680
	Providing VR services through 3GPP networks
	TNO
	10.6
	
	noted
	

	S4-160699
	VR definitions
	ORANGE
	10.6
	
	noted
	

	S4-160713
	LS on EPS bearer mapping
	TSG RAN WG5
	5.3
	
	noted
	LS

	S4-160716
	LS/r UE video telephony performance
	ITU-T Study Group 12
	5.4
	
	postponed
	LS

	S4-160719
	Some considerations on FS_UE_VT_Perf
	QUALCOMM UK Ltd
	10.5
	
	withdrawn
	

	S4-160721
	Use cases for VR
	Dolby Laboratories Inc., Qualcomm Inc.
	10.6
	
	noted
	

	S4-160731
	VR Use Cases and Recommendations
	Samsung Telecoms America
	10.6
	
	noted
	

	S4-160736
	Draft CR 26.114 on Addition of QoS example (Release 14)
	Ericsson LM
	10.8
	
	noted
	

	S4-160737
	Draft Reply LS on EPS bearer mapping (To: R5)
	Ericsson LM
	10.8
	
	noted
	

	S4-160752
	Proposed metrics for FS_VT_UEPerf TR
	QUALCOMM Incorporated
	10.5
	
	Withdrawn
	


A.4 Other status than agreed documents (to be presented to SA4 plenary)
	Tdoc number
	Title
	Source
	SWG Agenda Item
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary*

	S4-160754
	Draft TR 26.918 Virtual reality (VR) media services over 3GPPv0.2.0
	ORANGE
	-
	
	
	17.8

	S4-160755
	CR 26.114 for RAN5 issue
	Ericsson/Qualcomm?
	
	
	
	16.7

	S4-160756
	Reply LS to RAN5
	SA WG4
	
	
	
	5.3

	S4-160758
	FS_VR Timeplan v0.2
	ORANGE (Rapporteur)
	
	
	
	17.8

	S4-160759
	VIDEO SWG report during SA4#89
	VIDEO SWG chairman
	
	
	
	13.5
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