3GPP TR 26.918 V0.2.0 (2016-07)
Technical Report

3rd Generation Partnership Project;

Technical Specification Group Services and System Aspects;

Virtual Reality (VR) media services over 3GPP;

(Release 14)

[image: image1.jpg]



[image: image2.png]=

A GLOBAL INITIATIVE




The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
This Report is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and Reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.

Keywords

<Virtual Reality, Immersive, Head Mounted Display, Media formats>

3GPP

Postal address

3GPP support office address

650 Route des Lucioles - Sophia Antipolis

Valbonne - FRANCE

Tel.: +33 4 92 94 42 00 Fax: +33 4 93 65 47 16

Internet

http://www.3gpp.org

Copyright Notification

No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

© 2016, 3GPP Organizational Partners (ARIB, ATIS, CCSA, ETSI, TSDSI, TTA, TTC).

All rights reserved.

UMTS™ is a Trade Mark of ETSI registered for the benefit of its members

3GPP™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
LTE™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners

GSM® and the GSM logo are registered and owned by the GSM Association

Contents

4Foreword

Introduction
4
1
Scope
5
2
References
5
3
Definitions, symbols and abbreviations
5
3.1
Definitions
5
3.2
Abbreviations
5
4
Introduction to Virtual Reality
5
4.1
Definition
5
4.2
Video systems
6
4.3
Audio systems
6
4.3.1
Content production workflow
6
4.3.2
VR Audio production formats
6
5
Use cases for Virtual Reality
7
5.1
General overview
7
5.1.1
Introduction
7
5.1.2
Single observation point
7
5.1.3
Continuously variable observation point
7
5.1.4
Background to the use cases
8
5.2
Event broadcast/multicast use cases
8
5.2.1
Introduction
8
5.2.2
“Infinite seating” content delivery via Multicast
8
5.2.3
Event Multicast to VR receivers
9
5.3
Cinematic VR use cases
9
5.3.1
Introduction
9
5.3.2
Linear cinematic VR
10
5.3.3
Interactive cinematic VR
10
5.4
Learning application use cases
10
5.4.1
Introduction
10
5.4.2
Remote class participation
10
5.5
VR calls use cases
10
5.5.1
Spherical Video based Calls
10
5.5.2
Videoconferencing with 360 video
11
5.6
User generated VR use cases
11
5.6.1
User generated 360 video and audio recording
11
5.6.2
User generated live streaming - “See what I see”
11
6
Media Formats for VR
11
6.1 Video Formats
11
6.2 Audio Formats
12
7
Interfaces and systems aspects
12
8
Synchronization aspects
12
8.1 Interaction latency
12
8.2 Audio/Video synchronization
12
9
Conclusion
12
Annex A: Change history
13


Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

Virtual Reality is the ability to be virtually present in a space created by the rendering of natural and/or synthetic image and sound correlated by the movements of the immersed user allowing to interact with that world. 

The immersive multimedia experience has been an exploration topic for several years. With the recent progress made in rendering devices, such as Head mounted displays (HMD), a significant quality of experience can be offered.

Before any possible standardization, it is necessary to study the field 

· to understand how the equipment used for creating such an immersive experience works, e.g. by collecting information on the optical systems and audio rendering processes;

· to evaluate the relevance to Virtual Reality for 3GPP;

· to identify the possible points of interoperability, and hence potential standardization.

Use cases for Virtual Reality need to be listed and mapped to the already existing 3GPP services if applicable.

Media formats required for providing the immersive experience need to be identified and potentially evaluated subjectively so as to extract requirements on minimum device and network capabilities.

1
Scope

The present document …

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[X1]
C. Schissler, A. Nicholls & R. Mehra, "Efficient HRTF-based Spatial Audio for Area and Volumetric Sources", IEEE Trans on Visualization and Computer Graphics, 2016, Vol 22, No 4, pp 1356 – 1366.
3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Diegetic: part of the VR scene and rendered according to HMD head-tracking information.
Non-diegetic: independent of the VR scene and rendered independently of HMD head-tracking information.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

HMD
Head Mounted Display

VR
Virtual Reality

4
Introduction to Virtual Reality
4.1
Definition
[EdNote: A definition]
4.2
Video systems
[EdNote: A description of the principles of how Video is rendered]
4.3
Audio systems

[EdNote: Clause 4.3 needs clarifications

4.3.1
Content production workflow

The following figure AB depicts the basic workflow for content creation and delivery for VR today.
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Figure AB - Event Multicast to VR enable user equipment
4.3.2
VR Audio production formats

	Signal type
	Examples 

	Channel-based audio
· Mixes or mic array recordings for a specific loudspeaker layout

· e.g. Stereo, 5.1, 7.1+4
	Full Mix  - Non-diegetic

Music  - Diegetic or non-diegetic

Reverb - Diegetic

	Object-based audio
· Audio elements with positional metadata

· Direct rendered to target speaker layout or headphones
	Narrator (off scene) - Non-diegetic

Helicopter - Diegetic

	Scene-based audio 

· First-order Ambisonics/B-format 

· Higher-Order Ambisonics (HOA)
	Crowd in sports - Diegetic

Music - Non-diegetic



Table AC – Audio production format
Note, that all signal types from table AC can describe 3-dimensional audio as necessary for an immersive VR experience. All signal types require audio metadata for control of the rendering: 

· Virtual channel layout, 

· Type of Scene-Based normalization scheme and Ambisonics coefficient ordering,

· Object properties, e.g. position in space, 

· Diegesis, i.e. change upon head-tracking or steady with respect to the head
]
5
Use cases for Virtual Reality
5.1
General overview
5.1.1
Introduction
Considering the VR application space it can be divided by the freedom or opportunity with which users can interact with the “non-physical world”. 

1. A single observation point (or a series of single points under producer/user control)
2. Continuously varying observation point under user control

5.1.2
Single observation point

As a minimum, VR users should be able to look around from a single observation point in 3D space defined by either 

a) a producer (in the case of movie/entertainment content) or 

b) the position of a capturing device(s) (in the case of live content). 

This ability to look around [and listen] from a point in 3D space is usually described in terms of the 3 degrees of freedom; pitch, roll and yaw but it’s worth noting that this point in space isn’t necessarily static - it may be moving. Users or producers may also select from a few different observational points but each observation point in 3D space only permits the user the 3 degrees of freedom.

360 degree video content captured in this way is widely available and when combined with simultaneously captured audio, binaurally rendered with an appropriate Binaural Room Impulse Response (BRIR), many and varied interesting VR applications can be enabled. 

Most currently available movie content also features 360 degree view video with the audio component making use of multi-channel audio combined with binaural rendering.

5.1.3
Continuously variable observation point
This represents the ultimate goal for VR Systems where users are able to look around from observation points in 3D space and to move within that space under their own control with apparently full freedom. To achieve this apparent full freedom of movement it’s necessary to add translational movement at least in a horizontal plane to the 3 degrees of freedom; pitch, roll and yaw above.

Such translational movement through the virtual space is very likely to be, but doesn’t necessarily need to be, constrained to be consistent with conventional movement (walking in any direction in a horizontal plane, bending down etc.) - although for it to appear convincing to the user such consistency may be desirable. As a consequence, it is likely that not all of any 3D space is going to be reachable as an observation point by the user, as would be the case in the real world i.e. between ~0.15m and ~1.8m from the floor on which the user is standing.

Technology exists that can provide a basis for the video component of a truly variable observation point VR but, although audio component solutions exist, a harmonized combination of the two which is capable of realistically matching the audio to that image is still a fruitful research topic [X1].  For example, the complexities of matching the Doppler of the sources with any movement of the observer and adaptively varying the BRIR acoustics to remain consistent with the environment around the user and those of the path between the user and the source, for each and every source, including shadowing when mobile objects in the scene come between source and listener seem far off. Based upon the above, it therefore seems likely that in the near-term such full movement will be constrained and under the control of a content producer who is able to take care of these acoustic effects.

5.1.4
Background to the use cases
In surveying the available technologies for VR in compiling this TR, it seems most appropriate to concentrate on those applications and use cases which allowing VR users to be able to look around [and listen] from a single observation point, or set of observation points, in 3D space. 
5.2
Event broadcast/multicast use cases
5.2.1
Introduction
Combining delivery of spherical video, head tracking, and 3D audio capability, VR delivers immersive video consumption experiences for a variety of events. Events may take the form of sport events, concerts, gameshows, TV shows, etc. Broadcast / Multicast of events is a relevant use case for VR, enabling new content delivery business models for the industry.

5.2.2
“Infinite seating” content delivery via Multicast

At the event capture side, omnidirectional camera and microphones rigs can be placed at certain seating/viewing locations. Each audio and video capture rig delivers a distinct experience, corresponding to unique seating locations at the event side.
In “pay-per-view” applications, the content provider may market these locations at different price tiers or the viewer may be able to switch between them.
The “infinite seating” audio experience can be further augmented with additional audio sources (e.g. commentator microphones, ball-kick microphones, additional sources from the crowd and field). The “infinite seating” video experience can be further augmented with techniques such as action replay, cuts from different vantage points, etc.

The experience/sound of the scene adapts continuously as the viewer moves, providing an optimized experience of the audio/video scene, according to the individual viewer’s actual position in the environment.

The figure XX below illustrates such a use case.

[image: image4.emf]Multicast


Figure XX - "Infinite Seating" multicast to VR enabled user equipment
5.2.3
Event Multicast to VR receivers
The content provider may deliver a version of the event as an omnidirectional VR program to its viewers for consumption via VR equipment. The video and audio of the VR program is delivered via multicast to many VR viewers simultaneously as depicted on figure XY.

The experience/sound of the scene adapts continuously as the viewer moves, providing an optimized experience of the audio/video scene, according to the individual viewer’s actual position in the environment.
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Figure XY - Event Multicast to VR enable user equipment
5.3
Cinematic VR use cases

5.3.1
Introduction

Both interactive and linear cinematic experiences are possible with VR. In interactive VR, the viewer can experience/interact with the story as an actual observer in the middle of the action. Although this has been realized with traditional video techniques, the unique immersive experience of VR offers new appeal for this use case.

Additional post-production and related technical considerations are necessary when, e.g. revoicing the cinematic VR experience to different languages.
5.3.2
Linear cinematic VR

A viewer enjoys a VR movie from a fixed point in the scene. The viewer of the movie can freely turn and move his head to observe other details in the scene and may follow the actors by listening and watching. The viewer can change his view to explore the details in the scene, looking around freely. At the same time the user experiences an accurate binaural representation of the scene, so that he can follow the story without the necessity to (visually) search the virtual scene to find the main action. The accurate audio rendering supports the natural behavior of the viewer to look around, and then is able to quickly re-focus on a sudden event by ‘hearing’ accurately where it happens. 
As an alternative to binaural rendering, the audio can be rendered through loudspeakers in a listening environment using a multichannel loudspeaker setup.

5.3.3
Interactive cinematic VR

Interactive Cinematic VR poses some paradigm shifts for movie production.  The viewer can look anywhere within the scene and may make decisions as to how the story would branch, removing some of the control that directors have over framing, audio effects, etc. In the case of interactive stories, a number of video clips corresponding to the user choices in the conduction of the story are required.
5.4
Learning application use cases
5.4.1
Introduction

VR can enable a number of educational applications with varying degrees of interactivity. At a basic level, the ability to watch a pre-recorded class remotely with spherical video and audio enables a higher level of immersion and assists learning. The student is able to view other students that are physically present in the class, detect which student is making a question, etc.

If immersive and interactive environments are offered to a student, psychological processes similar to when people construct knowledge through interaction with objects take place. Virtual environments created for learning tasks in this context are therefore expected to be highly interactive and can benefit from both object and scene-based 3D audio capture and rendering.

Examples of Interactive Learning Applications include surgeon’s training, interactive learning games for K-12 students, etc.
5.4.2
Remote class participation
In a Remote Class Participation situation, the remote student can be assigned to a “virtual seat” in the class. The “virtual seat” corresponds to the location where a 3D camera and microphone are positioned in the classroom, allowing the student to participate in the class remotely.

Remote Class Participation can be realized through streaming of the 3D audio/video content. In a streaming situation the student would be able to follow the class remotely and view/listen other students physically present in class, leveraging the spatial audio cues delivered by the Virtual Reality system to know which student is talking. This application is analogous to the Event Broadcasting application described in section 3.1.

In a more interactive scenario, the student participates in real-time with the class, making questions to the professor or interacting with colleagues. This would have strict latency constraints so that the class flow is not disrupted.

5.5
VR calls use cases
5.5.1
Spherical Video based Calls

In a Spherical Video based call, two parties communicate with each other. The parties experience the feeling of being immersed in the far-end party’s environment. For example, one call participant may be calling home from a beach. The call participant at home is able to have a spherical video and audio experience of the beach location.

On the capture side, the Spherical Video Call can be accomplished through the use of an omnidirectional camera and 3D audio capture microphone arrays, possibly augmented through the use of certain speech processing techniques.

On the rendering side, the Spherical Video Call can be accomplished through the use of a Head Mounted Display (HMD) and spatial audio rendering techniques, including binauralization of audio presented over headphones.

Few opportunities exist for audio manipulation outside of real time speech processing due to the latency constraints of two-way full duplex communication. Techniques that can capture the 3D sound field/audio objects and render it in real time with minimal latency would be useful to enable such an experience.

[Ed’note: Final agreement needed:
5.5.2
Videoconferencing with 360 video

Anne is holding a video conference call with her team from her home office. The team is located in a meeting room around a 360 camera A microphone array is located on top of the camera to capture spatial sound. The conferencing application on her tablet shows a section of the 360°-view of the conferencing room. On voice activity, the camera shows the person currently talking. Anne can swipe the image to look into any direction in the conference room.

Anne is wearing a stereo headset. She can clearly localize the voices of all participants. The sound scene rotates as she swipes the screen keeping the sounds and images spatially aligned.

When Anne talks to her team, the speech signal is played back with low latency from an integrated speaker located below the camera.

5.6
User generated VR use cases

5.6.1
User generated 360 video and audio recording

Anne is attending a live concert of her friend Fred’s band and he asks her to share her experience with their friends. Anne uses a handheld 360° camera that captures 360° video and spatial audio. Anne uploads the content to a media store and shares a link with her friends. 

Her friend Ben downloads and plays the recording on his VR glasses, connected to the smartphone using headphones. He can turn his head to see the crowd or the stage. He hears the sound from the band and the crowd from the corresponding locations and also Anne’s voice commenting the show.

5.6.2
User generated live streaming - “See what I see” 

Anne is attending a live concert and likes to share her experience with her friend Ben. Anne uses a smartphone with an integrated 360° camera. The phone uses multiple microphones with post-processing for immersive audio. 

Ben accepts the incoming stream and consumes the concert on his smartphone using headphones. He can turn the phone to see the crowd or the stage. He hears the sound from the band and the crowd from the corresponding locations and also Anne’s voice commenting the show.
]
6
Media Formats for VR
6.1 Video Formats
[Ed Note: Placeholder for documenting existing formats and also capturing potential video formats performance requirements]
6.2 Audio Formats

[Ed Note: Placeholder for documenting existing formats and also capturing potential audio formats performance requirements]
7
Interfaces and systems aspects
[Ed Note: Place holder for capturing potential systems requirements]
8
Synchronization aspects
8.1 Interaction latency

8.2 Audio/Video synchronization
9
Conclusion
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