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1. Introduction

This contribution builds up on previously submitted contributions on VR use cases (S4-160395, S4-160324), taking into account comments and discussions held during SA4#88.

2. Use cases for VR
2.1. In general

The use cases in this section are divided into transmission of events such as concerts and sports events, cinematic VR, learning applications, communication such as conferencing and one to one calls, AR use cases, remote assisted work and gaming. Not all use cases may be of interest or applicable to 3GPP but, in the context of a study item, it is proposed that they be included for completeness. Additional technical considerations and the relevance of each use case for 3GPP are needed.
All use cases described in this section apply to delivery via MBMS and PSS.

The use cases described below always describe VR experiences based on consumption of both video and audio.
The use cases imply the use of Head Mounted Devices (HMD) with some form of head tracking for presentation of the media.
2.2. Event Broadcast/Multicast
2.2.1. In general

Combining delivery of spherical video, head tracking, and 3D audio capability, VR delivers immersive video consumption experiences for a variety of events. Events may take the form of sport events, concerts, gameshows, TV shows, etc. Broadcast / Multicast of events is a relevant use case for VR, enabling new content delivery business models for the industry.

2.2.2.  “Infinite seating” content delivery via Multicast
At the event capture side, omnidirectional camera and microphones rigs can be placed at certain seating/viewing locations. Each audio and video capture rig delivers a distinct experience, corresponding to unique seating locations at the event side.
In “pay-per-view” applications, the content provider may market these locations at different price tiers or the viewer may be able to switch between them.
The “infinite seating” audio experience can be further augmented with additional audio sources (e.g. commentator microphones, ball-kick microphones, additional sources from the crowd and field). The “infinite seating” video experience can be further augmented with techniques such as action replay, cuts from different vantage points, etc.
If six degree-of-freedom movement is supported, the viewer may be limited to head and torso movements, or be allowed to move around the environment. The experience/sound of the scene adapts continuously as the viewer moves, providing an optimized experience of the audio/video scene, according to the individual viewer’s actual position in the environment.


[image: image1.emf]Multicast


Figure 1 - "Infinite Seating" multicast to VR enabled user equipment
2.2.3. Event Multicast to VR receivers 
The content provider may deliver a version of the event as an omnidirectional VR program to its viewers for consumption via VR equipment. The video and audio of the VR program is delivered via multicast to many VR viewers simultaneously.

If six degree-of-freedom movement is supported, the viewer may be limited to head and torso movements, or be allowed to move around the environment. The experience/sound of the scene adapts continuously as the viewer moves, providing an optimized experience of the audio/video scene, according to the individual viewer’s actual position in the environment.
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Figure 2 - Event Multicast to VR enable user equipment
2.2.4. Simultaneous Multicast to VR receivers and Broadcast receivers (TVs)
The content provider may want to transmit an event over a 3GPP network for consumption via VR equipment but, at the same time, also for consumption using regular TV equipment. Due to limited resources, the broadcaster may want to broadcast a single stream to traditional TV receivers and VR-enabled receivers. The audio and video rendering via the TV receiver follows the direction of the viewport provided by the broadcaster. The audio and video rendering on the VR equipment follows the head-tracked position in the scene and viewing direction of the viewer. Both classes of receivers receive the same content provided by the broadcaster to render according to the specific rendering capability (headphones or multichannel loudspeaker setup).
The TVs may extract and only decode/display the main view from the stream following the main action (viewport). At the same time VR receivers would enable the omnidirectional view for customers that experience the program in VR.
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Figure 3 - Simultaneous broadcast to conventional TV sets and multicast to VR/non-VR media consumption user equipment
2.2.5. Event broadcast with multiple discrete sound sources recorded simultaneously

A car racing sports league mounts spherical cameras and microphones on every car in a race, in order to allow spectators with VR equipment to follow the action from the camera’s viewpoint on top of the racing cars. As the racing cars drive at high speed they pass-by other slower cars and static physical objects along the racing track. The sounds emitted from elements along the track (e.g. the horns of an Ambulance, or the engine sound of another car which is picked up directly by a microphone next to its engine) are rendered according to their position relative to the moving car.
Even though audio and video streams from multiple cars are available, only one stream is broadcast at a time.
2.3. Cinematic VR
2.3.1. In general
Both interactive and linear cinematic experiences are possible with VR. In interactive VR, the viewer can experience/interact with the story as an actual observer in the middle of the action. Although this has been realized with traditional video techniques, the unique immersive experience of VR offers new appeal for this use case.
Additional post-production and related technical considerations are necessary when, e.g. revoicing the cinematic VR experience to different languages.
2.3.2. Linear cinematic VR 
A viewer enjoys a VR movie from a fixed point in the scene. The viewer of the movie can freely turn and move his head to observe other details in the scene and may follow the actors by listening and watching. The viewer can change his view to explore the details in the scene, looking around freely. At the same time the user experiences an accurate binaural representation of the scene, so that he can follow the story without the necessity to (visually) search the virtual scene to find the main action. The accurate audio rendering supports the natural behavior of the viewer to look around, and then be able to quickly re-focus on a sudden event by ‘hearing’ accurately where it happens. 
As an alternative to binaural rendering, the audio can be rendered through loudspeakers in a listening environment using a multichannel loudspeaker setup.

2.3.3. Interactive Cinematic VR

Interactive Cinematic VR poses some paradigm shifts for movie production.  The viewer can look anywhere within the scene and may make decisions as to how the story would branch, removing some of the control that directors have over framing, audio effects, etc. In the case of interactive stories, a number of video clips corresponding to the user choices in the conduction of the story are required.
2.4. Learning Applications 
2.4.1. In general

VR can enable a number of educational applications with varying degrees of interactivity. At a basic level, the ability to watch a pre-recorded class remotely with spherical video and audio enables a higher level of immersion and assists learning. The student is able to view other students that are physically present in the class, detect which student is making a question, etc.

If immersive and interactive environments are offered to a student, psychological processes similar to when people construct knowledge through interaction with objects take place. Virtual environments created for learning tasks in this context are therefore expected to be highly interactive and can benefit from both object and scene-based 3D audio capture and rendering.

Examples of Interactive Learning Applications include surgeon’s training, interactive learning games for K-12 students, etc.
2.4.2. Remote Class Participation

In a Remote Class Participation situation, the remote student can be assigned to a “virtual seat” in the class. The “virtual seat” corresponds to the location where a 3D camera and microphone are positioned in the classroom, allowing the student to participate in the class remotely.

Remote Class Participation can be realized through streaming of the 3D audio/video content. In a streaming situation the student would be able to follow the class remotely and view/listen other students physically present in class, leveraging the spatial audio cues delivered by the Virtual Reality system to know which student is talking. This application is analogous to the Event Broadcasting application described in section 3.1.

In a more interactive scenario, the student participates in real-time with the class, making questions to the professor or interacting with colleagues. This would have strict latency constraints so that the class flow is not disrupted.

2.5. VR Calls
2.5.1. Spherical Video based Calls
In a Spherical Video based call, two parties communicate with each other. The parties experience the feeling of being immersed in the far-end party’s environment. For example, one call participant may be calling home from a beach. The call participant at home is able to have a spherical video and audio experience of the beach location.

On the capture side, the Spherical Video Call can be accomplished through the use of an omnidirectional camera and 3D audio capture microphone arrays, possibly augmented through the use of certain speech processing techniques.
On the rendering side, the Spherical Video Call can be accomplished through the use of a Head Mounted Display (HMD) and spatial audio rendering techniques, including binauralization of audio presented over headphones.

Few opportunities exist for audio manipulation outside of real time speech processing due to the latency constraints of two-way full duplex communication. Techniques that can capture the 3D sound field/audio objects and render it in real time with minimal latency would be useful to enable such an experience.
2.5.2. Avatar based Calls

In avatar based calls, two or more parties communicate with each other. The parties are represented in a virtual environment through the use of Avatars. The parties are able to interact with each other and move within the virtual environment.
2.6. Augmented Reality or Mixed Reality

A tourist walks around sight-seeing in a foreign city where he has never been before. On his AR display the user gets visual information from an avatar/ virtual narrator about the sights worth visiting. While he is walking by the site the narrator explains historic. The tourist can freely move his head, with six degrees of freedom, and pay attention to the busy environment while listening to the narrator. The tourist can turn his head, move closer or further away from the narrator, while the position of the speaking narrator remains fixed.

2.7. Remote Assisted Work
A customer is studying a VR model of a complex piece of machinery (a car). He is able to walk around and peer at it from any direction. He can touch the different parts of the engine and a sound will be heard from the piece of machinery touched that is emitted from the position of the piece that has been touched (e.g. sound of a closing door, or an ignited engine).

2.8. VR Gaming

[Editor’s note]: To be drafted
3. Proposal

It is proposed to include the use cases in section 2 as part of the draft technical report for FS_VR.
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