Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG SA4#89 meeting
S4-160618
June 27 – July 1, 2016, Kista, Sweden

Agenda item: 
10.6
Source: 
Qualcomm Incorporated
Title: 
Standardization Activities around Virtual Reality - What can 3GPP contribute?
Document for
Agreement

1 Introduction
The Study Item description on FS_VR Virtual Reality as agreed in S4-160165 includes the following objectives:

· Analysing the different technologies and equipment in place that provide a Virtual Reality experience.

· Collecting the associated use cases and identifying the 3GPP service(s) they map to

· Analysing and identifying the media formats (including audio and video), interfaces and delivery procedures between client and server required to offer such an experience

· Conducting subjective tests so as to estimate the audio and video formats and encoding parameters required for ensuring the quality of experience

· Studying the processing requirements (both audio and video) and associated issues such as spatial resolutions, frame rate, latency and accuracy of field of “view” rotation.

· Investigating audio-visual synchronization strategies to mitigate latency differences between audio and visual rendering if identified needed. 

· Drawing conclusions on the potential need to update the 3GPP video and audio decoding capabilities in order to enable the implementation of Virtual Reality services.

This document provides a discussion on issue number 3 from above in summarizing activities and timelines in other organizations.
2 MPEG

MPEG has several activities in the context of Virtual Reality and Augmented Reality.

	Activity
	Summary
	Timeline

	MPEG VR
	Coordination activity to provide overview and timelines of different VR related activities in MPEG. Will publish an external messaging document after MPEG#116
	AHG until MPEG#116 in October 2016

	360ᵒ 2D Video Coding
	JVET is studying the effect on compression when different warping methods are applied to the input 360 video before compression, using both HM and JEM encoding. On this basis, JVET will define common test conditions, test sequence formats, and evaluation criteria for such content.
	Long-term

	360ᵒ 3D Video Coding
	It is to collect and evaluate available technologies for divergent multi-view applications such as 360-degree 3D video with region-of-interest extraction and/or motion parallax and wide-area FTV with newly provided 360-degree multi-view test sequences.
During the EE period, FTV AhG will investigate motion parallax of 360 3D video using view synthesis and coding performance of divergent multi-view videos and stitched videos.
	Long-term

	Free Viewpoint Television
	MPEG started the FTV activity in August 2013, targeting SMV (Super-Multiview), FN (Free Navigation) and 360 3D (360 3D video) applications.

FTV AHG is continuing collecting high quality test material on 1D-SMV, 2D-SMV and FN. Some high quality 1D-SMV test materials are already collected. A new 2D-SMV test material will be provided at the 116th MPEG meeting. FTV AHG is also collecting tools and improving MPEG reference software DERS (Depth Estimation Reference Software) and VSRS (View Synthesis Reference Software) for FTV applications.  
	CfP may start in 2017, so long-term

	Point Cloud
	Point clouds typically have thousands up to billions of points to represent realistically reconstructed scenes. The standard targets lossy compression useful for real-time communications, lossless for GIS, CAD and cultural heritage applications. Point Clouds are typically captured using multiple cameras and depth sensors in various setups, however the acquisition is outside of the scope of this standard. The standard targets efficient geometry and attributes compression, scalable/progressive coding, as well as coding of sequences of point clouds captured over time. In addition, the compressed data format should support random access to subsets of the point cloud.
	CfP from MPEG#116, IS in 2018

	Lightfield
	Since 2010, light field cameras have been introduced as a new technology that has the potential to dramatically increase the sense of immersion that can be achieved by images and video captured by cameras, and arrays of cameras focused on a particular scene.e providers The technology and associated applications have been deployed with interest steadily increasing across all of the constituents in the content capture, production, and distribution ecosystem, display manufacturers, and servic. A key problematic issue with the technology, however, is that the amount of data that is necessary to achieve the desired sense of immersion, without unwelcome impacts on the user (I.e. motion sickness, viewer fatigue, and eye strain) is incredibly large. This exploration for the compression of light fields is to study the existing devices, applications, and use cases for light fields and light field applications with the goal to develop new technologies that can be used to compress light field data.
	open

	3D Audio AR/VR Extensions
	MPEG-H 3D Audio, specifies a (pitch, yaw, roll) decoder-side sensor interface and normative specification for audio processing that reacts to the sensor input. A full AR/VR interface requires the addition of (x, y, z) senor inputs such that the user can “walk around” in the virtual or actual world and the audio scene is appropriately processed and rendered in response to the users position and rate of change of position. New technology may be specification of a sensor interface and possibly audio processing (e.g. reverberation) appropriate for the envisioned spatial locations in a real or virtual world.
	open

	3D Audio for  360ᵒ 3D Video
	MPEG-H 3D Audio, as ISO/IEC 23008-3:2015 and AMD 2, AMD 3 (to be published in late 2016) specifies a (pitch, yaw, roll) decoder-side sensor interface and normative specification for audio processing that reacts to the sensor input. This permits the audio sound stage to rotate with the Point of View.
	Already standardized in ISO/IEC 23008-3

	Audio Wave Field Coding
	In Free Viewpoint TV the user is able to walk around in front of the display and have the video presentation change in response to the viewing angle. In the same way, Audio Wave Field Coding would permit the audio presentation to that user at that viewing angle (and distance) to be different from other viewing angles (and distances).

The activity is to explore the requirements and applicable technology that are relevant to this and possibly other use cases.
	Long-term

	Codec Independent Code Points (CICP)
	At the 115th MPEG in Jun. 2016, it was generally agreed to include the specification of the code points and the semantics of omnidirectional video projection mappings, e.g., equi-rectangular and cube-map, into the CICP specification, as these code points are codec independent, and are expected to be used in various standard specifications such as ISO base media file format (ISOBMFF), dynamic adaptive streaming over HTTP (DASH), omnidirectional media application format (OMAF), and other standards that deal with virtual reality (VR) enabling technologies or applications.

Similarly, the specifications of other VR related codec independent code points, if any, may also be included into the CICP specification.
	Along with the OMAF project

	Media orchestration
	With the abundance of capture and display devices, MPEG started to discuss uses cases and requirements to manage multiple devices over heterogeneous networks to create a single experience at the 111th MPEG meeting in Feb. 2015.

Media Orchestration includes the specification of metadata, protocols and packaging/multiplexing to orchestrate devices, media streams and resources to create a more immersive experience in time and in space. 

Media orchestration:

· Applies to capture as well as consumption;

· Concerns temporal (synchronization) as well as spatial orchestration;

· Concerns situations with multiple sensors (“sources”) as well as multiple rendering devices (“sinks”), including one-to-many and many-to-one scenarios;

· Concerns situations with a single user as well as with multiple (simultaneous) users
	CD MPEG#117. FDIS MPEG#120

	DASH
	DASH-VR core experiment intends to study how DASH delivery formats and signaling can be applied to the delivery and playout (interactions) of high quality VR. The intention is not to define a new streaming transport, nor a new media presentation definition for VR but to explore how DASH may be used or extended to efficient delivery of high quality VR.
The objectives of this core experiment are:
· Identify a reference architecture model and client capability requirements suitable for the delivery and interactive playout of high quality VR content, possibly depending on MPD and content authoring.

· Identify and define the signaling in the DASH MPD of the requirements of the VR application/experience so that the VR DASH client can adapt its quality with regards to user’s point of view, network capabilities and device capabilities.

· Identify general guidelines for authoring of the DASH MPD for high quality VR.

· Document a reference client that uses DASH in order to deliver an interactive VR service with high quality. 
	Core Experiment started at MPEG#115.

	ISO Base Media File Format
	The file format AHG looks after the ISO base media file format, and the still image file format. We expect to be able to leverage existing ‘generic’ support to support VR, plus we are looking at defining how to support client-side operations on video (we already have it for stills).
	Along with the OMAF project.

	Omnidirectional Media Application Format
	MPEG started the OMAF activity at the 113th MPEG meeting in Oct. 2015.
As its name implies, the OMAF specification will specify a format that enables omnidirectional media applications, with the initial focus on virtual reality (VR) applications with 360o video and associated audio.
The scope of OMAF covers the mapping, storage and delivery of omnidirectional media contents, specifying, where relevant, other MPEG standards related to media for VR. 
Specifically, the scope of the OMAF includes:
· Omnidirectional video projection mappings, e.g., equi-rectangular and cube-map, with references to the specification of codec independent code points (CICP)

· Omnidirectional media storage and metadata signaling in files per ISO base media file format (ISOBMFF), with references to ISO/IEC 14496-12 (the specification of the ISOBMFF) and possibly also ISO/IEC 14496-15 (the specification of the file formats for AVC, HEVC, and their extensions)

· Omnidirectional media encapsulation and signaling in dynamic adaptive streaming over HTTP (DASH), with references to the DASH specifications

· Omnidirectional media coding, including video/audio codecs (profile, (tier), level), codec configurations (specific coding methods, e.g., use of HEVC tiles), and so on, with references to the codec specifications

· Informative guidelines on viewport dependent omnidirectional video processing (e.g., encoding, streaming, decoding, rendering, and other pre-/post-processing)
	CD from MPEG#116 and FDIS in October 2017.


We believe that the work on OMAF and DASH-VR are the most relevant.
3 DASH-IF

DASH-IF had short workshop on May 20th together with f2f meeting to identify potential work on Streaming VR. During the workshop DASH-IF looked at some existing technologies for DASH-based VR streaming:

· ZDF & Fraunhofer: Cloud-based rendering & Low-Latency DASH

· Bitmovin: browser integration of VR

· TNO: Survey of projecting mappings

· CastLabs: Dynamic Switching across Region-of-Interest 

· Qualcomm Snapdragon 820 for VR: Audio, Video, Connectivity, SDK

Based on these discussions some challenges were identified:

· Is DASH the proper technology? Scalability vs. Latency 

· Capability detection: 

· Across the wire: Codecs, Formats, supported codecs, etc.

· In the device: APIs to detect capabilities

· Quality: What defines quality in streaming?

· MPD Metadata: Mapping head motion to view selection!

· Seamless Perception: ABR and view switching 

· Latency: How can we address the latency challenge?

· DRM, coding efficiency, fragmentation, etc.

· In order to find more concrete answers, a VR activity was tarted with some concrete actions for the next few months:
· Setup infrastructure to offer different VR encoding technologies  MPD + new metadata, streaming formats, documentation, etc.

· Use common content (provided by ZDF) for testing and evaluation

· Use a commercial CDN for distribution (Akamai)

· Compare, learn, adjust, collaborate, harmonize

· Revisit the interoperability issues after first experiences at the next f2f meeting in August 2016
4 DVB

DVB has a commercial study mission on VR. The expected output is a Technical Report by Q4/2016. A workshop on the status of the report was held on May 27th in Geneva. MPEG delegates were invited to join the workshop to present ongoing work in MPEG and discuss any opportunities for coordination and collaboration. The workshop was attended by more than 80 people.

The DVB report is expected to cover information on the following subjects:

· Glossary of Terms
· The Definition and Quality of Experience of VR.
· Predictions for Sales and Usage of VR
· Trials of VR
· VR Content production issues
· Audio for VR
· Standardisation plans for VR
· Psycho-physical aspects of VR
· Potential Delivery Mechanisms for VR
· The Garner Cycle and VR
· Conclusions and suggestions
Naturally, the focus in DVB will be on broadcast and entertainment applications. 
5 Others
There are likely other activities that relate to VR related standardization activities, including discussions of an end-to-end system or quality definition for VR. 
6  Conclusion and Proposal
Based on the summary in this document it is obvious that significant work on VR in standards has started. It is relevant that 3GPP identifies the scope of the expected work. We believe we should avoid starting any normative work or defining details scope for any normative work before we identify the relation to the work and time frame in other organizations.

We may also consider that specific use cases that are agreed, are shared with other organizations.
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