	 
Use Cases and Applications of SAND

Use Cases for DASH Operation with Proxy Caches
[bookmark: _Toc437986828]Use Case 1: Partial Representation Caching 
John uses DASH for media streaming with his DASH-enabled device. Proxy caches are employed to serve DASH clients including John's DASH-enabled device to save bandwidth and reduce delay. John's DASH-enabled device sends HTTP GET segment requests by parsing a specific Media Presentation Description (MPD). Prior to serving John's segment requests, the proxy cache may have served other DASH clients with the same media presentation (MP) where they created HTTP GET segment requests by parsing the same MPD as John's DASH-enabled device. The proxy cache may cache segments which have been sent to other clients for serving future clients requests. As DASH clients request segments, but also switch Representations dynamically, the proxy cache may cache multiple Representations, each of which may be completely or only partially cached. A partially cached Representation is defined as a Representation having segment gaps, i.e. not all segments of the Representation are cached.
John, who lives at Europe, has discovered that his DASH-enabled device suffers from frequent playback quality variation and some playback interruptions, both of which he finds annoying. For streaming quality, John prefers to view streaming in a stable playback quality and fewer or preferably no playback interruptions. In addition, higher presentation media quality is preferable. John has also noticed that such quality variations and playback interruptions typically occur when he views MPs for which origin servers are located at outside of Europe such as Asia.
Requirements: 
· Providing the information of previously cached segments (partial representations) to client if the origin server does not have high bandwidth.
Supporting companies: Technicolor, Intel, Ericsson, Microsoft, Qualcomm, Akamai

[bookmark: _Toc437986830]Use Case 2a: Mobility and Coverage Extension for MBMS-based service
The son of Jari, Jarison, is watching the game live in the stadium. Jari picks up his son and drives to the stadium and when he gets there, the same service is provided over DASH+MBMS-based broadcast in HD quality. In addition, multiple views are provided close to the stadium, one being close from the seat where Jarison sits. After the game, Jari and Jarison leave the stadium, but continue to watch the interviews from the stadium in the car served through a 3G network.
Use Case 2b: Activation / Deactivation of MBMS delivery in an area
[bookmark: _GoBack]Jarison is sitting in a public place and is waiting for the start of a live transmission from a stadium. Jarison is already watching the channel in order to not miss the start of the live transmission. Jarison does not recognize that his phones switching from Unicast DASH to DASH+MBMS. With the start of the live event, the network has activated the MBMS transmission. 
Requirements: 
· DANE to provide the bandwidth information/desired/available-only representations to client when the client switches to a CDN/DANE.
Supporting companies: Ericsson, Intel, Akamai, Qualcomm

Use case 3: HTTP Proxy Cache in a home GW (gateway), capable of serving multiple DASH players in the home
In this use case, an HTTP proxy cache in the home GW is capable to serve multiple DASH players in the house, using HTTP interface over possibly over WLAN, or other Ethernet connection in the home. Moreover, thanks to SAND, DASH clients are able to discover or request which content is already cached at the gateway.
Requirements: 
· Reuse of the content by caching in the local cache
Supporting companies: Intel, Technicolor, Microsoft, Qualcomm, Akamai, TNO
Note: Implications of this use case are broader than home GW and can include other types of DANEs.

Use case 4: Next Segment Caching
CDNs can optimize the delivery of DASH resources by pre-caching segments and subsegments into the cache. However, if each segment is named and treated independently, the dependency is not recognized by the network and prefetching from the origin is not possible. 
This is issue is specifically relevant in the case of using segmented Representations in an On-Demand case. In case a single Representation is used, the use of byte ranges provides sufficient indication for the CDN to prefetch additional data. 
One way to accelerate delivery of segmented content over a CDN is to have the edge server pre-fetch the next segment from origin at the same time as it retrieves the current segment. This means that the segment is ready and waiting when the next request arrives from the client. 
Since the edge server serving the media segment is not necessarily the same server which served the MPD, it has no visibility in to what the next segment might be. Additionally, it is stateless, and retains no knowledge of prior requests or related MPD requests. 
Requirements: 
· Next segment caching (indication from client to DANE)
Supporting companies: Microsoft, Technicolor, Intel, Ericsson, Qualcomm, TNO

Use case 5: Multi-CDN offering
A content provider wants to utilize multiple CDNs for content delivery, e.g. because some CDNs offer better coverage in certain regions. The content offering should include all available delivery choices (e.g. multiple baseUrls). The content provider uses SAND to steer the DASH client to a certain CDN.
Requirements: 
· Support of out-of-band DANE for multi-CDN management via use of the PER interface only (no reliance on PED interface between in-band DANE and out-of-band DANE)
Supporting companies: Ericsson, Intel, TNO

SAND Features
· PER:
· PED:
· Metrics and Status:
· Transport Aspects:

Consistent QoE/QoS for DASH users
Use Case 1: Operator Control of DASH in a Cellular Network
A network operator deploying DASH services or a network operator supporting the delivery of DASH services of a service provider has the ambition to provide consistent quality for users in its network. For this purpose, the content provider wants to provide sufficient QoE to all users that have been granted acquisition to the network and the service. It may also have the ambition to provide certain premium users to maintain a certain service quality when the user plane is congested. The operator may want to influence its QoS control and resource allocation to actively support such use cases, e.g., communicate with the UEs to decrease the bitrate for the video to a certain value that would allow the cell to accommodate the load.
Jari and Jarison enter a congested radio area. The mobile operator wants to restrict the required bitrate, but ensure that a basic video quality is maintained for its regular users and some higher quality for premium users. For this purpose, they assign certain bitrate quality levels to different users on their HTTP connections carrying DASH-content.
Requirements: 
· Provide the client the QoS it can get (contains maximum bitrate, guaranteed bitrate).
· Client provides information on bandwidth requirements of the DASH content delivery (e.g., based on device characteristics) – most likely to be static info signaled at the start of the session
· DANEs exchanging bandwidth information
Supporting companies: Ericsson, Intel, [Qualcomm], Akamai, Sony 

Use case 2a: Home GW (gateway), capable of serving multiple DASH players in the home
In this use case, a home GW is capable to serve multiple DASH players in the house, using HTTP interface over possibly over WLAN, or other Ethernet connection in the home. 
Use case 2b: DASH clients collaboration within the home network
While homes have a limited internet access bandwidth (depending on the plans purchased from the internet access provider), there are more and more DASH clients (phones, tablets, smart TVs, computers …) being used simultaneously in the home and competing over the same bandwidth. Using SAND it becomes possible to have a fair sharing of bandwidth between DASH clients or even set priorities among DASH clients so as to make sure premium services can always be offered with appropriate quality.
Requirements: 
· Collaboration among friendly clients on sharing the bandwidth (includes relevant prioritization mechanisms)
Supporting companies: Intel, Technicolor, Microsoft, Qualcomm, Akamai, TNO
Note: Implications of this use case are broader than home GW and can include other types of DANEs.

SAND Features
· PER: 
· PED:
· Metrics and Status:
· Transport Aspects:

Distribution Overlay and QoE Measurement
Use Case Description
End to end content providers use, simultaneously, multiple CDNs, private and public peering arrangements to deliver their content using Internet to the end consumers.  The choice via which route the content is send to the player is based, from a technical perspective, mainly on latency / throughput of the network.
This information is available either via monitoring software or via the APIs of the CDNs. The limitation of this approach is the (subjective) info is only available from parts of the network. A more robust way is when the player reports player state information (buffer under run, experienced latency, packet loss) back to the content provider. In a more pro-active scenario the different routes are tested via this mechanism in order not to have the state of the used network only.
Requirements:
· Client reporting of QoE metrics in real time, could be managed or OTT (coordination needed with the Metrics effort in DASH IF)
Supporting companies: Intel, Ericsson, Sony

SAND Features
· PER:
· PED:
· Metrics and Status:
· Transport Aspects:




[bookmark: _Ref423078216]Table – SAND messageType values
	messageType
	Message description

	0
	Reserved

	1
	TCPConnections (6.2.1)

	2
	HTTPRequestResponseTransactions (6.2.2)

	3
	RepresentationSwitchEvents (6.2.3)

	4
	BufferLevel (6.2.4)

	5
	PlayList (6.2.5)

	6
	AnticipatedRequests (6.3.1)

	7
	SharedResourceAllocation (6.3.2)

	8
	AcceptedAlternatives (6.3.3)

	9
	AbsoluteDeadline (6.3.4)

	10
	MaxRTT (6.3.5)

	11
	ResourceStatus (6.4.1)

	12
	DaneResourceStatus (6.4.2)

	13
	SharedResourceAssignment (6.4.3)

	14
	MPDValidityEndTime (6.4.4)

	15
	Throughput (6.4.5)

	16
	AvailabilityTimeOffset (6.4.6)

	17
	QoSInformation (6.4.7)

	18
	DeliveredAlternative (6.4.8)

	19
	BwInformation (6.5.1)

	20..127
	reserved for future ISO use

	128..255
	reserved for private use
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