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1 Introduction
The Study Item description on FS_VR Virtual Reality as agreed in S4-160165 includes the following objectives:

· Analysing the different technologies and equipment in place that provide a Virtual Reality experience.

· Collecting the associated use cases and identifying the 3GPP service(s) they map to

· Analysing and identifying the media formats (including audio and video), interfaces and delivery procedures between client and server required to offer such an experience

· Conducting subjective tests so as to estimate the audio and video formats and encoding parameters required for ensuring the quality of experience

· Studying the processing requirements (both audio and video) and associated issues such as spatial resolutions, frame rate, latency and accuracy of field of “view” rotation.

· Investigating audio-visual synchronization strategies to mitigate latency differences between audio and visual rendering if identified needed. 

· Drawing conclusions on the potential need to update the 3GPP video and audio decoding capabilities in order to enable the implementation of Virtual Reality services.

This document provides a discussion on issue number 3 to 5 from above. It focusses primarily on video only and provides a some discussion on this matter.
2 What is Quality of Experience in VR?
2.1 General
To understand Quaility of Experience in Video VR, different aspects need to be considered on the outcome. Some factors are summarized in the following
1) The subjective quality of the virtual scene rendering perceived by the user without head movement or under predetermined head movements

2) The subjective quality of the virtual scene rendering perceived by the user with arbitrary head movement 
3) The objective quality of the virtual scene encoding, such as objective video measures
4) The quality of the virtual scene consumption in a delivery environment, including issues such as delays, bit rate constraints, etc.
5) The end-device on which the virtual scene is consumed

6) Long-term effects of virtual scene consumption such as motion sickness

7) The audio quality of the scene along with the video

8) Other factor that impact the quality, such as scene capturing, story telling, scene content, etc.
QoE of Virtual Reality is expected to be a complex issue. The question for 3GPP SA4 is, whether sufficient knowledge can be built and sufficient resources can be dedicated in order to provide some insight into minimum encoding and distribution requirements for VR scenes.

This section provides some very basic summary on what has been found in the context of different factors for VR. The focus is initially on video only. 
2.2 Objective Measures of virtual scene encoding

General video metrics may be applied, but no correlation to the expected quality are known. 
2.3 Subjective Quality Studies for VR

The author did not find any substantial data on Subjective Quality Studies for VR.
2.4 Motion sickness
An interesting document was provided by bcom and was permitted to be shared. All information is provided by courtesy of bcom.

As indicated by Nichols, Haldane and Wilson (2000), people who experience sickness while immersed in virtual environments feel less enjoyment and experience lower performance. Motion sickness is generally defined by its symptoms. Four categories of symptoms may be experienced during motion sickness:

1. General problems (discomfort, etc.)

2. Ocular problems

3. Disorientation

4. Nausea.


In the vast majority of cases, cybersickness is very mild, temporary, and not harmful to the participants' health. However, it should be noted that some effects may last several hours. As an example, a study by Kolasinski (1995) led by the U.S. Army Research Institute on motion sickness in flight simulators showed that even trained service members aware of motion sickness may feel symptoms during their flight and that symptoms may endure for several hours.

The most likely factors to cause oculomotor symptoms of motion sickness in a virtual environment are listed below:

· The flicker of a displayed or projected view.  Flicker is a sickness-triggering factor in simulators (Kolasinski, 1995).

· Refresh rate. When brightness increases, the refresh rate should increase to avoid flicker.

· Display width. Likewise, the refresh rate should increase when the projection view angle increases (Pausch, Crea and Conwa, 1992)

· System lag. Wioka (1992) suggests that lag under 300ms is required to ensure good immersion in a virtual reality platform. Above that value, subjects start to dissociate their movement from the visual feedback associated with that movement. This dissociation can cause motion sickness.

· Duration of exposure. Jaeger and Mourant (2001) compared sickness symptoms in static and dynamic virtual environments. They concluded that an increase in subjects' duration of exposure within the environment has an impact on the appearance of sickness symptoms.
2.5 Our famous TR26.949

Section 6.2 of the technical report TR26.949 discusses optimal viewing distances and the data is provided below.
Table 6: Optimum Viewing Distance as function of picture heights (H) and screen resolution (S) 

	Format name
	Resolution
	Optimum Viewing 
Distance (H)
	Optimum Viewing 
Distance (S) BT.2022
	Optimum Viewing Distance (S) according to 6.2.1

	VGA
	640 x 480
	7 H
	4.2 S
	n/a

	SD
	720 x 576
	6 H
	3.6 S
	n/a

	720p HD
	1280x720
	4.8 H
	2.4 S
	2.3S

	Full HD
	1920x1080
	3.2 H
	1.6 S
	1.6S

	UHD
	3840 x 2160
	1.6 H
	0.8 S
	0.8S

	8K
	7680 x 4320
	0.8 H
	0.4 S
	n/a


In a draft version we also had included the following pictures to illustrate the issue. Example for different phones at the optimum viewing distance are shown in Figure 4. 
[image: image1.png]480p, average person starts noticing pixelization at
around 14.7 inches (here - 37.4cm) in a 4-inch 480p
phone

720p, average person starts noticing pixelization at
around 11 inches in a 4.7-inch 720p phone

1080p, average person starts noticing pixelization at ~ Quad HD, average person starts noticing pixelization
around 7.8 inches in a 5-inch 1080p phone at around 6.44 inches in a 5.5-inch 1440p phone




Figure 4 Illustration of optimum viewing distance 

So it is obvious that looking at the Figures, higher resolutions than 1440p seem to be necessary for typical phone screen sizes.
3 Some Collected Information on Minimum Quality
3.1 Introduction

This section provides a collection of information on minimum quality.
3.2 Display Characteristics

Table 1 provides an overview of the display and device characteristics of existing devices and VR systems. Note that this being interesting for itself, it also shows basically the capabilities for subjective testing if commercial devices would be used and secondly it would provide only an idea on what is actually available today without giving an indication if the supported formats are sufficient.

Table 1 Device Characteristics

	Device 
	Resolution 
	Frame rate 
	Decoder limitations  
	FOV 

	Gear VR / S7
	2560x1440
	p60
	On s6, default HEVC decode maxed  out at p30
	96 degrees  

	Oculus 
	2160x1200
	p90
	Decoder done on PC, so can achieve p90
	110 degrees 

	Vive 
	2160x1200
	p90
	Decoder done on PC, so can achieve p90
	110 degrees 

	Sony Morpheus 
	1920x1080
	p120
	Decoder done on PS4.
	100 degrees 


3.3 Samsung Milk VR Encoding Requirements
Content encoding requirements for Milk VR can be found here: https://milkvr.com/portal/content/content_specs
In order to create a quality experience, there are several requirements for distributing your video on Milk VR.

· Resolution: Minimum 4096x2048 (4096x4096 for stereoscopic)

· Framerate: 23.976 to 60.00

· Minimum Bitrate: 40,000Kbps (40Mbit)

· Maximum Bitrate: for high motion, you can upload a higher bitrate, provided that you do not exceed the 25 GB file size limit.

· Codec: h.264

Due to the nature of spherical video, higher resolution should be favored over other factors. Reducing the resolution will not help bitrates or the perceived quality of your video.

Current low quality output format:

· Codec: h.264

· Profile: Baseline

· Bitrate: 5400-6000Kbps

· Level 4.1

High quality output format:

· Codec: h.264

· Profile: Baseline

· Bitrate: 20,000Kbps

· Level 4.1

Super quality output format:

· Codec: h.265

· Profile: Baseline

· Bitrate: TBD

· Level TBD
Details

· Resolution: The resolution is 2:1, not a traditional 4:3 or 16:9 aspect ratio. Care should be taken that the left and right edges blend together, or a seam may appear.

· Framerate: The playback occurs at 30, 48, or 60 FPS and depends on the frame rate of your video. We will transcode your video to a quality experience.

· Drop Frame: Currently, dropframe is supported.
3.4 Blogs and Information on Quality

http://www.pcgamer.com/oculus-founder-palmer-luckey-thinks-30-frames-per-second-is-a-failure/
“For VR you need much higher frame rate than you need on a typical screen,” Luckey told LinusTechTips . “60 frames per second is definitely enough. You see huge improvements up to 90 and 120hz, and even beyond that you can see small improvements."
http://www.purplepillvr.com/best-encoding-settings-resolution-for-4k-360-3d-vr-videos/
After studying how the big guys do it, we decided that the following encoding settings would be optimal for now:

	Platform
	Codec
	Resolution
	FPS
	Avg. bitrate

	Gear VR
	h.265
	3840×2160
	30
	10 – 20Mbps

	Cardboard Android
	h.264 (Baseline, level 4.2)
	3840×2160
	30
	20 – 30Mbps

	Cardboard iOS
	h.264 (Baseline, level 3.1)
	1920×1080
	30
	10 – 14Mbps

	Oculus Rift
	h.265 / h.264
	4096×4096
	60
	40 – 60Mbps


So, we use h.265 for Gear VR to get an optimal balance between video quality and file size. If you would wish to play your videos at 60fps, Samsung recommends 2048×2048.

4 What can SA4 do?

4.1 Selected Key Parameters for VR Video Services

Some potential questions for our interest are to understand minimum quality requirements for different parameters
· What is the impact of framerate?
· What is the impact of spatial resolution?
· What is the impact of color gamut and contrast?
· What is the impact of delay to interactivity?

· What is the impact of the encoding bitrate?
Obviously, the definition of quality is very relevant as we have a perceived quality, but we also have the issues such as motion sickness and so on.
4.2 How can we get to Minimum requirements?

Options are:

1. Collect information from deployment experiences and encoding requirements

2. Rely on external studies and check the literature

3. Generate our own experiments to come some conclusions
4.3 If we do 3, what would be the effort

At the minimum we would need:

· High-Quality Test content, different categories. After 5 years, may be a good reason to again consider reaching out to organization that can provide representative content.
· Tool for Conversion to different sub-resolutions

· Test devices

· Tools for enabling playback on test devices

· Test methodology

· Reference or non-reference

· Free-view or instructed viewing

· Etc.

· Subjective testing framework

· Test labs and test subjects

· Test Evaluation
We would be interested in supporting such an effort, but need to understand if there is any traction in SA4 to initiate such efforts,
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