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1. Introduction
DESUDAPS has, as one of its objectives, to define minimum performance requirements for the objective predictor model handling FB and SWB [1]. This contribution reports on the performance of an objective predictor based on a Cochlear Model approach that is being proposed in ETSI TB STQ.
2. High level description of the model
The proposed algorithm predictor compares a reference signal x(k) with a signal under test y(k), and estimates the results of a listening-only test on SIG, BAK and OVRL speech quality dimensions, according to recommendation ITU-T P.835 [2]. Only two signals are required for the prediction. The proposed model does not require the unprocessed noisy signal as an input. A high level block diagram of the model is presented in Figure 1.
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Figure 1 – Block diagram of proposed FB speech quality predictor based on a Cochlear Model.
In an initial pre-processing stage, the reference speech x (k) and degraded speech y (k) are re-sampled to 48kHz (if necessary), adjusted to a reference loudness, and time-aligned. A Voice Activity Detection (VAD) step is then performed, classifying the reference and degraded signals into voiced, unvoiced and background sections. This initial stage results in intermediate signals x (k)’ and y (k)’.

After the pre-processing stage, an Auditory Model processing stage is applied to the intermediate signals x (k)’ and y (k)’. The Auditory Model is based on a Hydro-Mechanical Cochlear Model (CM). The CM takes the pre-processed Reference and Degraded Speech and produces a cochlear response for each signal.

Following the Auditory Model processing stage, a Feature Extraction stage is performed. Features are extracted from the difference between the Reference and Degraded CM response. Each input speech pair yields a set of Features. The Feature Extraction process uses some characteristics of the CM output and, therefore, is highly dependent on the CM module.

After the Feature Extraction stage, a Mapping stage is performed. The Mapping stage maps the several Features to the three quality dimensions of ITU-T P.835. The mapping is currently based on a Multilayer Perceptron neural network approach using stochastic gradient descent. A separate mapping is performed for each of the S-MOSLQO_fb, N-MOSLQO_fb and G-MOSLQO_fb quantities.
Some more details of the underlying model (which is also being used as part of ITU-T P.AMD Set B prediction) can be found in [3].
3. Evaluation of current performance
3.1. On training and test databases
In order to evaluate the current status of the model performance, and to derive data in support of performance requirement proposals for DESUDAPS, five P.835 FB databases collected according to the DESUDAPS subjective test framework guidelines are used. 
Two of the “training” databases are American English databases collected according to S4-151492 version of DESUDAPS subjective test framework. A third training American English database was collected according to the S4-160397 version of DESUDAPS subjective test framework, which implements a correction to the noise mixing level for the reference set. 
The two “test” databases are Mandarin databases (i.e. a language not used in training) collected according to [5]. These two databases share 32 conditions in common out of a total of 36 conditions in each. The use of repeated conditions was to evaluate aspects like panel repeatability and impact of different samples to the results. More information on the databases can be found as part of the ETSI work, for example in [6].
The test databases include degradations such as different 3GPP speech codec types at different bit rates, various amounts of packet loss rate and low SNR mixes.

3.2. On results

The current version of the model is designed to predict scores on a per sample basis. In the test databases, each condition is composed of 16 samples, which are averaged to produce a single score per condition. It must be noted that, while the model must perform a prediction per sample, the confidence interval of the listening tests on a per-sample basis is very large given that only 8 votes are available per sample. In total:
· 2112 samples in American English are used for training.

· 640 samples in Mandarin are used for testing.

3.2.1. “Training” set prediction performance
For all speech quality dimensions, with the current Neural Network training approach used, the training set results in a virtually perfect prediction (rmse*=0) and the results are not shown here. Training set prediction performance is anyways not a part of the currently proposed performance requirements.
3.2.2. Notation for the plots
For the result plots that follow, the notation convention used is:

· Red circles correspond to the Mandarin database named DB20, with blue circles denoting the conditions that are not repeated in DB21.
· Black circles correspond to the Mandarin database named DB21.

· Red dashed lines correspond to the y=x+0.5 and y=x-0.5 prediction error bounds being proposed. Black dashed lines correspond to the y=x function (perfect prediction)

· Red solid lines correspond to the 3rd order mapping function for database named DB20. Black solid lines correspond to the 3rd order mapping function for database named DB21.

3.2.3. “Test” set S-MOSLQO_fb prediction performance (after 3rd order mapping)
[image: image2.png]SIG

5.00

450

4.00

3.50

3.00

1.00

S-MOS qo_m X SIG
test databases, mapped scores

DB20: Max(Peyy,) = 0.45; rmse*= 0.12, p=0.96
DB21: Max(Pey,) = 0.47; rmse*= 0.09, p:

*DB_20

1.00

1.50 2.00 250 3.00 3.50 4.00 4.50 5.00
S-MOS;0 15




3.2.4. “Test” set S-MOSLQO_fb prediction performance (no mapping)
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3.2.5. “Test” set N-MOSLQO_fb prediction performance (after 3rd order mapping)
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3.2.6. “Test” set N-MOSLQO_fb prediction performance (no mapping)
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3.2.7. “Test” set G-MOSLQO_fb prediction performance (after 3rd order mapping)
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3.2.8. “Test” set G-MOSLQO_fb prediction performance (no mapping)
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4. Observations and Conclusions

Preliminary results of a P.835 SWB/FB speech quality predictor have been presented. Even with the limited amount of training databases, and the use of a language for testing that has not been used in training, all results meet the enhanced performance targets being proposed in [7]: I.e. a maximum epsilon insensitive prediction error (Perror*) of 0.5 and maximum epsilon insensitive rmse of 0.25 for all quality dimensions (rmse*) after 3rd order monotonic mapping per database.

With the current version of the predictor, a good margin exists for all rmse* target results. The more challenging requirement is the maximum Perror* requirement of 0.5 that was not present in EXT_ATS. In fact, while all rmse* results benefited from use of mapping, this was not the case in some cases for Perror*.
It is also interesting to note what happens in section 3.2.6. The mapped results seem to benefit from the polynomial fitting “chasing” 4 conditions. These conditions may or may not have been well predicted in the first place. While the use of polynomial fitting is important to compensate for the unquestionable effect of biases between different panels, care must be taken that it is not compensating for model deficiencies in prediction. In the case observed in section 3.2.6, more data points in the top score range would be needed to derive a proper conclusion with regards to the true model performance in that score range. One possibility is to impose a larger minimum number of test conditions for the validation databases. This could be accomplished by multi-session listening tests to avoid listener fatigue.
Finally, the Source kindly invites 3GPP companies to share databases for further training and optimization of model performance.
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