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1 Abstract
The contribution presents additional information on the use of SHVC in the 3GP-DASH context. The primary purpose of this contribution is to inform SA4 on the flexible and efficient possibilities to use SHVC for delivery over DASH.
The contribution presents two methods that help in decreasing the downstream bit rate of SHVC relatively close to what can be achieved with single-layer HEVC coding, while a significant reduction in server-side storage and delivery bandwidth (e.g. for MBMS delivery) is achieved. The experimental results show that in 2x spatial scalability 15 to 20 % reduction in storage space and delivery bandwidth was achieved with about 5 to 7 % increase in downstream bit rate for the higher resolution. At the same time, the inherent decoding complexity overhead of SHVC when compared to HEVC was reduced from 25% to about 3% (in terms of number of decoded pixels).
This contribution revises S4-150988 in which Table II and III were accidentally in wrong order, i.e. Table III should have been Table II and vice versa, while the table captions were correct.
2 Tested methods
2.1 Sub-layer-specific inter-layer prediction
SHVC enables encoders to select and signal which temporal sub-layers are used as reference for inter-layer prediction. Accordingly the base-layer pictures can be categorized into two sets: inter-layer reference (ILR) pictures and inter-layer non-reference (ILNR) pictures. The three sets of pictures (BL ILR, BL ILNR, EL) are grouped either as three Representations or as three Levels within a single Representation. When three Representations are used, the Representation consisting of the BL ILR pictures is a complementary Representation, which the Representations consisting of the BL ILNR pictures and EL pictures depend on. When three Levels are used, they consist of the BL ILR, BL ILNR, and EL pictures, respectively. In the MPD, the Sub-Representations corresponding to BL ILNR and EL pictures are indicated to depend on the BL ILR Sub-Representation. Segments include signaling of the byte boundaries between the Levels and hence facilitate clients to issue HTTP GET requests with a byte range of the Levels that they want to receive.

A DASH client that displays the enhancement layer requests the BL ILR and EL pictures, as illustrated in Figure 1. Consequently, the downstream media bit rate is the sum of the bit rate of BL ILR and EL pictures, excluding the BL ILNR pictures. A DASH client that displays the base layer requests the BL ILR and BL ILNR pictures. Note that if the same web proxy is connected with both types of clients, those consuming the enhancement layer and those displaying the base layer, all parts of the bitstream gets cached in the web proxy and the downstream benefits provided by the method apply to the network from the web proxy to each client.
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Figure 1. Data conveyed downstream when the enhancement layer is displayed.
2.2 Open GOPs in the enhancement layer

Conventionally, only IDR or BLA pictures are used at Segment boundaries of DASH Representations, and hence each Segment starts with a so-called closed group of pictures (GOP). The use of CRA pictures with so-called open GOP prediction structure would offer a better compression efficiency but would require non-standardized decoding operations to facilitate seamless Representation switching.

SHVC does not mandate to have IRAP pictures or to have the same type of IRAP pictures across all layers within an access unit. When the decoding starts from an access unit containing an IRAP picture at the base layer but not at all layers, a mechanism that can be referred to as layer-wise startup is used in decoding. The pictures that precede the first IRAP picture of the enhancement layer in both the decoding order and the output order are determined to be cross-layer random access skipped (CL-RAS) pictures in the decoding process. The CL-RAS and RASL (random access skipped leading) pictures associated with the first IRAP picture of the enhancement layer might not be correctly decodable, because some of their reference pictures precede the access unit where decoding was started and hence are not available in the decoded picture buffer. Consequently, the SHVC decoding process does not output the CL-RAS and RASL pictures associated with the first enhancement-layer IRAP picture. Instead, it can be indicated in the Video Parameter Set that the alternative output layer mechanism is in use, which causes a picture at the highest reference layer to be output in the absence of an output-layer picture. The CL-RAS and RASL pictures associated with the first enhancement-layer IRAP picture can but need not be present in the bitstream given for decoding.

An example in the DASH context is given in Figure 2, which illustrates a two-layer SHVC bitstream, where each layer is assumed to form its own Representation. For compatibility with many legacy implementations, the base layer uses IDR pictures, whereas the Segments of the predicted layer start with a CRA picture. The alternative output layer mechanism is turned on for the presented bitstream.
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Figure 2. Two-layer SHVC bitstream enclosed in two DASH Representations.

Figure 3 presents the operation of a DASH client when Representation up-switching takes place at the Segment boundary. The RASL pictures of the initial CRA picture of the predicted layer will not be output by the decoding process. Instead, since the alternative output layer mechanism is turned on, the decoder outputs the respective RADL pictures from the base layer, and hence the up-switching operation is seamless. 
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Figure 3. Representation up-switching between the Representations of Figure 1.

It was agreed in MPEG #112 (June 2015) that "the SAP type of a picture in a layer is the maximum over all output layer sets it is in, of the SAP type that applies to the combination of layers." In the example above, SAP type 2 applies to the access unit containing an IDR picture in the base layer and a CRA picture in the enhancement layer. Both the base-layer IDR picture and the enhancement-layer CRA picture are therefore associated with SAP type 2 in the signalling provided in the MPD and the SegmentIndexBoxes, if any.
3 Experimental results

Experiments were carried with version 9 of the SHVC reference software SHM that readily supported sub-layer specific inter-layer prediction and was amended by us to support different IRAP pictures types in the same access unit. The random access (RA) common test conditions (CTC) for SHVC were followed unless otherwise stated. The SHVC RA CTC uses a repetitive prediction hierarchy of eight pictures, for which hierarchical temporal scalability was used as specified in the RA CTC for HEVC. A closed GOP prediction structure was used in the single-layer anchor and in the base layer to enable legacy clients to perform Representation switching using closed GOP prediction structures. Two Segment lengths were tested, namely 1 sec and 2 sec, targeting low-latency live and conventional DASH operation, respectively, and an IRAP picture was encoded at the start of each Segment. The CTC sequences for 1920×1080 were used, and 2× spatial scalability was assumed. Four quantization parameter (QP) settings were used for each test sequence, and the same QP values were used in both resolutions. The 960×540 base layer was identical in the anchor and all test cases. The anchor encoding and the test cases at the 1920×1080 resolution were the following:

1. Anchor: independent single-layer encoding.

2. Scalable reference (REF): an enhancement layer in which inter-layer prediction was enabled for all pictures.

3. A (the method of Sub-section 2.1): an enhancement layer with sub-layer-specific inter-layer prediction.

4. B (the method of Sub-section 2.2): an enhancement layer using the open GOP prediction structure.

5. A+B (the methods of Sub-sections 2.1 and 2.2 combined).

The test cases involving the sub-layer-specific inter-layer prediction method were tested with two settings: In the first setting (A1) inter-layer prediction was enabled at temporal sub-layers 0 and 1 and disabled at other temporal sub-layers. In the second setting (A0) inter-layer prediction was disabled except for temporal sub-layer 0.

As the base layer was identical in all respective test cases, the picture quality was analyzed only at 1920×1080 resolution for which the luma peak signal-to-noise ratio (PSNR) was used. The downstream rate-distortion performance and the storage space requirement were measured against the single-layer anchor using Bjontegaard delta bit rate (BDBR). 
The downstream bit rate results are presented in Table I and Table III for the Segment durations of 1 sec and 2 sec, respectively. It can be observed that the conventional use of SHVC increased the bit rate by more than 15 % on average when compared to the respective single-layer HEVC bitstreams at 1920×1080 resolution. Both sub-layer-specific inter-layer prediction and open GOPs decreased the downstream bit rate considerably, and their combination performed better than either method alone. The average downstream bit rate increases of about 5 % and 7 % were obtained for the 1-sec and 2-sec Segments, respectively, when both methods were combined and inter-layer prediction was constrained to the lowest temporal sub-layer only. As expected, the use of open GOPs in the enhancement layer has a smaller proportional impact for the 2-sec Segments than for the 1-sec Segments.

The storage space and delivery bandwidth required for the content at the 1920×1080 resolution for the Segment durations of 1 sec and 2 sec are reported in Table II and Table IV, respectively, relative to the single-layer anchor. In all the test cases and in the scalable reference case the reduction in storage space was significant, ranging from about 12% to 23%. For the A0+B test case, which had the most favourable downstream bit rate, the reduction in storage space was about 19 % and 15 % for the 1-sec and 2-sec Segments, respectively.
The impact of the proposed methods on the decoding complexity was analysed by considering the number of decoded pixels. When SHVC is used conventionally for 2× spatial scalability, the number of decoded pixels increases by 25 % when compared to single-layer decoding of the enhancement-layer resolution. Due to the number of decoded base-layer pictures being significantly reduced, the increase of the decoded pixels in the proposed sub-layer-specific inter-layer prediction method drops down to about 6 % and 3 % for the A1 and A0 settings, respectively. 
Table I. Downstream Bjontegaard Delta Bit rate Relative to Single-layer HEVC Coding 
at 1920×1080, 2× Spatial Scalability, 1-Sec Segment.
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Kimono 13.6 % 8.1 % 7.1 % 4.3 % 4.8 % 3.9 %

ParkScene 16.6 % 7.8 % 12.4 % 9.9 % 5.5 % 4.3 %

Cactus 19.8 % 14.3 % 13.1 % 10.0 % 9.3 % 7.1 %

BasketballDrive 16.2 % 13.4 % 9.0 % 6.2 % 8.2 % 6.6 %

BQTerrace 11.3 % 6.5 % 8.6 % 7.3 % 4.3 % 3.2 %

Average 15.5 % 10.0 % 10.0 % 7.5 % 6.4 % 5.0 %


Table II. Storage Space Relative to Single-Layer HEVC Coding 
at 1920×1080, 2× Spatial Scalability, 1-Sec Segment.
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Kimono -30.1 %-34.3 %-25.1 %-20.5 %-30.5 %-26.7 %

ParkScene -18.1 %-25.1 %-16.8 %-15.2 %-24.2 %-23.0 %

Cactus -17.1 %-21.6 %-15.1 %-12.7 %-19.9 %-17.7 %

BasketballDrive -20.5 %-22.8 %-15.0 %-11.1 %-17.7 %-14.0 %

BQTerrace -8.7 %-13.0 % -8.7 % -8.1 %-13.1 %-12.7 %

Average -18.9 %-23.4 %-16.1 %-13.5 %-21.1 %-18.8 %


Table III. Downstream Bjontegaard Delta Bit rate Relative to Single-layer HEVC Coding 
at 1920×1080, 2× Spatial Scalability, 2-Sec Segment.
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Kimono 15.2 % 12.6 % 8.3 % 5.2 % 7.4 % 5.3 %

ParkScene 19.4 % 15.2 % 14.7 % 11.9 % 11.5 % 9.3 %

Cactus 20.7 % 17.8 % 13.7 % 10.4 % 11.6 % 8.9 %

BasketballDrive 16.4 % 15.0 % 9.0 % 6.3 % 8.7 % 6.4 %

BQTerrace 11.2 % 9.0 % 8.4 % 6.8 % 6.3 % 4.9 %

Average 16.6 % 13.9 % 10.8 % 8.1 % 9.1 % 7.0 %


Table IV. Storage Space Relative to Single-Layer HEVC Coding 
at 1920×1080, 2× Spatial Scalability, 2-Sec Segment.
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Kimono -28.6 %-30.6 % -23.4%-18.8 %-26.2 % -22.0%

ParkScene -15.1 %-18.6 % -13.8%-12.2 %-17.4 % -16.1%

Cactus -16.3 %-18.7 % -14.2%-11.7 %-16.7 % -14.4%

BasketballDrive -20.4 %-21.5 % -14.8%-10.9 %-16.1 % -12.3%

BQTerrace -8.2 %-10.2 % -8.2% -7.7 %-10.3 % -9.9%

Average -17.7 %-19.9 %-14.9 %-12.3 %-17.4 %-14.9 %
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