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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document reports the study on video enhancements in 3GPP multimedia services. It firstly provides an overview of the video codecs and their configurations specified for existing 3GPP multimedia services, namely 3GP-DASH (TS 26.247), PSS (TS 26.234), MBMS (TS 26.346), MTSI (TS 26.114, including multi-stream multiparty video conferencing), MMS (TS 26.140), and IMS Messaging and Presence (TS 26.141). Then the needs of video enhancements for existing 3GPP multimedia services are discussed, including use cases for which video enhancements could provide improved user experiences. A discussion on the most appropriate codec and its configurations for the emerging 3GPP multimedia service, IMS based telepresence, is also provided. To enable drawing conclusions, simulation conditions and simulation results for comparisons of different codecs and their configurations are provided. Performance is evaluated in typical 3GPP service environments taking into account bandwidth, coding efficiency, user experience and complexity. Based on the performance results, conclusions are made in terms of recommendations for support of enhanced video capabilities for existing 3GPP services and appropriate video codec and configuration for the emerging IMS based telepresence service.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
The SHVC overview paper by Jill, Yan, Jianle and Adarsh.
[3]
The MV-HEVC/3D-HEVC overview paper by Gerhard, Ying, Karsten, Jens, Anthony, and Ye-Kui.
[4]
3GPP TR 26.904: "Improved Video Coding Support".
[5]
3GPP TR 26.906: "Evaluation of HEVC for 3GPP Services ".
[6]
[HEVC HLS overview] The HEVC HLS overview paper
3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] apply.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply.
MSVC
Multi-stream multiparty video conferencing
To be added
4
Introduction

To be added: Somehow overlapping with the Scope, but should be different. E.g., here in we can provide an outline that briefly summarize what is included in each clause.
5
Overview of video codecs specified for existing 3GPP multimedia services

The video support in 3GPP multimedia services in Release-12 is provided in Table 1.
Table 1 Video support in 3GPP multimedia services in Release-12

	
	H.263
	H.264/AVC
	HEVC/H.265

	DASH and PSS
	Profile 0 Level 45
	Constrained Baseline Profile, Level 1.3
Progressive High Profile Level 3.1
Frame-packed stereoscopic 3D video (H.264 Constrained Baseline Profile Level 1.3 or Progressive High Profile Level 3.1)
Multiview stereoscopic 3D video (H.264 Stereo High Profile Level 3.1), but not for RTP based transmission
	Main Profile, Main Tier, Level 3.1

	MBMS
	
	Constrained Baseline Profile, Level 1.3

Progressive High Profile Level 3.1
Frame-packed stereoscopic 3D video (H.264 Constrained Baseline Profile Level 1.3 or Progressive High Profile Level 3.1)
	Main Profile, Main Tier, Level 3.1

	MTSI and IMS Messaging and Presence
	
	H.264 Constrained Baseline Profile, Level 1.2
Constrained Baseline Profile, Level 3.1
	Main Profile, Main Tier, Level 3.1

	MMS
	Profile 0 Level 45
	Constrained Baseline Profile, Level 1.3

Progressive High Profile Level 3.1
Frame-packed stereoscopic 3D video (H.264 Constrained Baseline Profile Level 1.3 or Progressive High Profile Level 3.1)
	Main Profile, Main Tier, Level 3.1


6
Potential video enhancements for 3GPP multimedia services

In this section, potential video enhancements for existing 3GPP multimedia services are discussed. Firstly, potential generic video capability enhancements are discussed. Secondly, the potential video enhancement by using SHVC is discussed, including a discussion of the fundamental benefit and disadvantage of scalable coding in general and the use of SHVC as an enhancement for some specific 3GPP multimedia services.

6.1
Generic video capability enhancements

As can be seen Table 1, for HEVC support, the specified capability is Main profile Main tier Level 3.1, for which the most representative capability is 720p@30fps@8bits. The support is specified in the 3GPP multimedia specifications using a "should" language. For example, in TS 26.234, the main language for specifying HEVC support is as follows:

If a PSS client supports video, the following applies:

-
H.265 (HEVC) Main Profile, Main Tier, Level 3.1 decoder [117] should be supported.

However, it is common that today's wireless devices, including both mobile phones and tablets, support higher HEVC capabilities than 720p@30fps@8bits, up to 4K@60fps@10bits. The 4K spatial resolution here refers to 3840x2160. [Ed.Note (YK): Consider adding more details on potential reasons of the need of generic video capability enhancements.]
Therefore, it makes sense to specify HEVC capabilities between 720p@30fps@8bits and 4K@60fps@10bits that may be used, such that when they are used, they can be used in an interoperable way. These capabilities are not specified as being required or recommended for support by terminals.

In addition to the above HEVC capabilities, due to the same reason, it makes sense to upgrade the recommended HEVC capability of Main profile Main tier Level 3.1.

6.2
Use of scalable video coding

6.2.1
The fundamental benefit and disadvantage of scalable coding

Scalable coding does not provide new functionalities, because any functionality that can be provided by scalable coding can also be provided by simulcast coding (coding the same media content in to different independent representations). The only difference between scalable coding and simulcast coding is on coding efficiency, due to the use or not use of inter-layer prediction. This coding efficiency advantage of scalable coding compared to simulcast coding is referred to as the fundamental benefit of scalable coding.
The fundamental benefit of scalable coding applies only to application scenarios where different versions of the same video content are needed by different receivers, which would occur in one-to-many or many-to-many communications like broadcast with different service classes, streaming (live and on demand) to clients with different classes of receivers, and multiparty video conferencing with different classes of participants. Due to this reason, in below the discussion of using SHVC is limited to the following existing 3GPP multimedia services: multi-stream multiparty video conferencing (MSVC), MBMS, and 3GP-DASH, noting that the discussion for MSVC also applies to the emerging IMS based telepresence service when multiple streams are used.
The fundamental benefit of scalable coding can show itself as the following concrete benefits: bandwidth saving in the "backbone" network (e.g., between the original server and caches/proxies in adaptive streaming environments, the uplink between a sender and the MCU or stream switch in video conferencing environments), more programs or higher qualities for the same amount of programs (e.g., in MBMS), and reduced storage size.
On the other hand, there is a fundamental disadvantage associated with scalable coding: higher bandwidth and higher decoding/decoder complexity for high-end users who only need the enhancement layer signal.

6.2.2
Use of SHVC in MSVC
Thanks to the fundamental benefit of scalable coding, compared to the use of simulcast coded multiple streams, the use of SHVC in MSVC can save bandwidth in the uplink network between a user sending multiple versions of its own video and the central unit Multimedia Resource Function Processor (MRFP) and reduce network congestion, or, equivalently, allow serving more different classes of participants or higher video quality for the video streams. At the same time, due to the fundamental disadvantage of scalable coding, for the high-end MSVC users, the use of SHVC would entail higher decoder/decoding complexities for the terminals, and higher bandwidth for the downlink network between the MRFP and the high-end MSVC users.

Another advantage of using SHVC in MSVC is that it enables improved error resilience when used in combination with unequal error protection, e.g., to achieve graceful service degradation. One such use case is as follows:

· Client 1, encodes the input video at 1080p with 3 layers of resolutions 1080p, 540p and 270p.

· A class of clients on a high bandwidth network with a powerful device decodes all the 3 layers to display the 1080p layer.

· Another class of clients on a lower bandwidth network and/or lower computing capability device need to reduce the amount of received and processed data so they decode only the 540p and 270p layers and display the 540p layer.

· The base 270p layer is used for error resiliency and network adaptation when the coded data for higher resolutions are occasionally lost or intentionally dropped.

A third advantage of using SHVC in MSVC is that it provides the fast join feature. For a user to join an on-going conference session, it should wait for a specific point in the video stream, usually the point where the coded picture is an IRAP picture, which is usually provided in certain intervals, e.g., 2 or 4 seconds. When the video steam has a shorter IRAP picture interval, it allows a new user to join the session faster but this comes at the expense of higher bit rate because IRAP pictures are intra coded pictures, which are usually big in coded size. Using SHVC, it is possible to have faster join without having the bit rate increase penalty by allowing a larger IRAP picture interval in a higher layer than that of the base layer. In other words, it is possible to have IRAP pictures in an enhancement layer occur less frequently than IRAP pictures in the base layer. For example, the joining time of an existing service with video resolution 1080p and IRAP picture every 4 seconds may be improved when the video stream is coded in two layers in which the IRAP picture interval of the base layer is 2 seconds while that of the enhancement layer is 8 seconds. By doing this, the bitrate increase penalty because the use of IRAP pictures can be avoided and the joining time is halved.
Note that the above advantages and disadvantages for using SHVC in MSVC also apply to the use of SHVC in the IMS based telepresence.

6.2.3
Use of SHVC in MBMS

Thanks to the fundamental benefit of scalable coding, compared to the use of simulcast coded multiple streams, the use of SHVC in MBMS when differentiated services are supported can save bandwidth in the networks between the content provider and the BM-SC as well as between the BM-SC and either the GGSN (for GPRS) or MBMS-GW (for EPS) and reduce congestion in these networks, or, equivalently, allow serving more programs or higher video quality for the same amount of programs. At the same time, due to the fundamental disadvantage of scalable coding, for the high-end MBMS receivers, the use of SHVC would entail higher decoder/decoding complexities for the terminals, and higher bandwidth for the network between MBMS receivers and either the GGSN (for GPRS) or MBMS-GW (for EPS).

Similarly as the advantage of using SHVC in MSVC that provides the fast join feature, the use of SHVC in MBMS in the same manner (i.e., having IRAP pictures in enhancement layers occurs less frequently than IRAP pictures in the base layer) enables both fast joining into a broadcast/multicast session and fast program/channel switching in MBMS.

A third advantage of the the use of SHVC in MBMS relates to service backward compatibility. For deployment of an enhanced video service, backward compatibility aspect is a desired feature to ensure that the class of users that does not have capability to handle the enhanced service should still be served by the base service. SHVC can be used in MBMS to improve video experience by enhancing the dynamic range (e.g., standard dynamic range to high dynamic range) and/or color gamut (e.g., BT. 709 to BT. 2020) of the video. For example, the base layer provides video of BT. 709 color gamut whereas together with the enhancement layer, the video support BT. 2020 color gamut.

A fourth advantage of the use of SHVC in MBMS is that it can provide graceful degradation. A broadcast service cannot adapt to individual receivers need, that is, when a user is in the place where reception conditions is poor, he/she may experience service degradation. It is desired that the degradation is experienced in a graceful manner, not in an abrupt manner. For example, a broadcast service may consist of base and enhancement layers in which the enhancement layer requires better reception conditions. When the user moves to a place with poor reception in which the reception of the enhancement layer is not possible, he/she should be able to receive the base layer without experiencing service interruption.

6.2.4
Use of SHVC in 3GP-DASH
Thanks to the fundamental benefit of scalable coding, compared to the use of simulcast coded multiple streams, using SHVC in 3GP-DASH can save bandwidth in the network between the origin server and the edge caches/proxies, reduce congestion in that network and save storage size in the server and caches/proxies, or, equivalently, allow serving more clients or higher video quality for the video streams. At the same time, due to the fundamental disadvantage of scalable coding, for the high-end 3GP-DASH clients, the use of SHVC would entail higher decoder/decoding complexities for the terminals, and higher bandwidth for the downlink network between the edge cache/proxy and the client.

Another advantage of using SHVC in 3GP-DASH is that it can improve the cache hit ratio, as seen from seen in Section 6.1.3.7 of 3GPP TR 26.904.
A third advantage of using SHVC in 3GP-DASH is that it can help in delay optimization for live streaming. For live streaming based on 3GP-DASH, a low-latency live streaming solution is to provide simulcast coded multiple video bit rates and qualities and the client uses whatever have been received and playable at a time based on the low latency requirement and discard other received data. For example, a receiver request a segment for both the low and high quality versions of the same content and the following may happen:

· When the time to decode the segment comes but the high quality version of the segment is not completely received yet, the receiver would have to decode and display only the low quality version of the segment, throwing away the received data for the high quality version.

· When the time to decode the segment comes and the high quality version of the segment has been received completely, the receiver decodes and displays the high quality version of the segment. The received low quality version of the segment becomes a redundant data and would be wasted.

Although such strategy works for 3GP-DASH, it is not efficient, as discarding of received data occurs at either of the two above situations. Using SHVC, contents are also offered in multiple video bit rates and qualities (through different layers). Receivers request content starting from the lowest bit rate (the base layer) and when possible higher bit rates (higher layers) can also be requested. Then the following may happen:

· When the time to decode the segment comes but the high quality version of the segment is not completely received yet, e.g., only 50% have been received, the receiver could decode the first half of the segment in high quality and use the low quality for the remaining of the segment.

· When the time to decode the segment comes and the high quality version of the segment has been received completely, the receiver decodes both layers and displays the high quality version of the segment.
Consequently, no or less data is wasted in either of the two situations when using SHVC.
7
Video codec support for IMS based telepresence

[Ed.Note (YK): If it is decided by SA4 to have the video support for IMS based telepresence to be fully handled as part of the telepresence WI itself, then this clause can be removed from this TR.]
The IMS based telepresence is a new 3GPP service. In any case a support of video codec needs to be specified for this service. The video codec support needs to consider allowing 3GPP terminals to interoperate among themselves in 3GPP systems as well as with external, non-3GPP terminals and systems.
8
Overview of SHVC
8.1
Basic SHVC architecture
Inter-layer prediction is employed in a scalable system to improve the coding efficiency of the enhancement layers. In addition to the spatial and temporal motion-compensated predictions that are available in a single-layer codec, inter-layer prediction (ILP) in SHVC uses the reconstructed video signal from a reference layer to predict the current enhancement layer. Inter layer prediction in SHVC is built upon the so called “reference index” framework. With this framework, the collocated reconstructed picture from the reference layer is treated as a long-term reference picture, and is assigned a reference index (or reference indices) in the reference picture list(s) along with other temporal reference pictures in the current layer. Then, ILP is achieved at the block-level (Prediction Unit-level) by setting the value of the ref_idx syntax element to correspond to the inter-layer reference picture(s) in the reference picture list(s).
Figure 1 shows the SHVC codec architecture from the decoder’s perspective. SHVC supports more layers, but for ease of explanation, Figure 1 only describes a two-layer scalable system consisting of the base layer (BL) and one enhancement layer (EL).
As will be discussed later in clause 8.3, one fundamental benefit of the “reference index” based SHVC architecture is that it allows the EL codec to maintain the same block level logics as a single-layer HEVC decoder. The EL codec differs from a single-layer HEVC decoder only at the high level syntax level, i.e., at or above the slice header level. Hence, the EL decoder is labeled as HEVC* in Figure 1 to reflect this. To achieve efficient inter-layer prediction, inter-layer processing is applied to the reconstructed BL pictures retrieved from the BL Decoded Picture Buffer (BL DPB); afterwards, the processed pictures are put into the EL Decoded Picture Buffer (EL DPB) and used as inter-layer reference pictures for predictive coding of the EL pictures. SHVC applies different forms of inter-layer processing depending on the types of scalability between the two layers.  For example, for spatial scalability, resampling of texture and/or motion information from the reference layer is applied. By adjusting the sample bit depth during resampling, SHVC also supports bit depth scalability. For color gamut scalability, a color mapping process is applied. Further detailed discussion of inter layer processing modules supported by SHVC can be found in [ref to the SHVC overview paper].
As shown in Figure 1, the base layer bitstream can be sent either as part of the SHVC bitstream “in-band,” or obtained via “external means” in an “out-of-band” manner. In the former case when the base layer is embedded within the SHVC bitstream, the input bitstream is de-multiplexed into two separate layers. The base layer (BL) bitstream is sent to the base layer decoder and the enhancement layer (EL) bitstream is sent to the EL decoder. The BL decoder is an HEVC decoder; in the Scalable Main and Scalable Main 10 profiles currently defined in SHVC, the BL decoder conforms to either the HEVC Main or Main 10 profile. Additionally, SHVC also allows the base layer bitstream to be provided via external means, for example, through other system-level multiplexing methods. This latter function can be used to support the use case when the base layer bitstream is coded using a non-HEVC single-layer codec, for example, using H.264/AVC, MPEG-2, or even non-standardized codecs. Accordingly, this is also referred to as hybrid codec scalability. For hybrid codec scalability, the BL decoding operations are outside of the scope of the SHVC decoder. After decoding, the reconstructed BL pictures are provided to the SHVC decoder, along with some information associated with the BL pictures. The remaining SHVC decoding operations are the same as the former case with the embedded BL bitstream. The SHVC decoder applies inter-layer processing to the reconstructed BL pictures to obtain the inter-layer reference pictures for predictive coding of the EL video pictures. It is worth noting that, although BL bitstreams provided via external means are generally expected to be non-HEVC coded, an HEVC-coded BL bitstream can be provided via external means as well.
[image: image3.emf]Enh layer decoder 

(HEVC* decoder)

EL DPB

Inter layer 

processing

Base layer decoder 

(HEVC, AVC, etc)

BL DPB

DEMUX

Enh layer video 

output

Base layer video 

output

EL stream

external BL stream

I

n

-

b

a

n

d

 

B

L

 

s

t

r

e

a

m


Figure 1. SHVC decoder architecture
8.2
Systems and transport interfaces of SHVC
8.2.1
Introduction

The systems and transport interfaces of a video codec, also referred to as high-level syntax (HLS), are an integral part of a video codec. An important part is the network abstraction layer (NAL), providing a (generic) interface of a video codec to (various) networks/systems. HLS topics include (but are not limited to) bitstream structure and coded data units structures; parameter sets signalling; support of random access and stream adaptation; error resilience; coded and decoded picture buffer management and buffering model (a.k.a. hypothetical reference decoder or HRD); scalability; byte stream format; profile and level signalling; signalling of supplemental enhancement information (SEI) and video usability information (VUI); extensibility and backward compatibility.

HEVC (single-layer coding) HLS was designed with significant consideration of extensibility mechanisms. These are also referred to as hooks, which basically allow future extensions that would be backward compatible to earlier versions of the standard. Important HLS hooks in HEVC include: a) Inclusion of layer identifier (ID) in the NAL unit header, whereby the same NAL unit header syntax applies to both HEVC single-layer coding and its multi-layer extensions; b) Introduction of the video parameter set (VPS), which was introduced mainly for use with multi-layer extensions, as VPS contains cross-layer information; c) Introduction of the layer set concept and the associated signalling of multi-layer HRD parameters; d) Addition of extensibility for all types of parameter sets and slice header, which allows the same syntax structures to be used for both the base layer and enhancement layers without defining new NAL unit types and to be further extended in the future when needed.

A common HLS framework has been jointly developed for SHVC and MV-HEVC (which is largely applicable to 3D-HEVC as well). This clause focuses on the new HLS features developed for the three multi-layer HEVC extensions compared to HEVC single layer coding HLS, for which an overview can be found in [HEVC HLS overview] and TR 26.906 [TR26906].

8.2.2
Parameter Set and Slice Segment Header Extensions

The VPS has been extended by adding the VPS extension structure to the end, which mainly includes information on: a) Scalability type and division of NAL unit header layer ID to scalability IDs; b) Layer dependency, dependency type, and independent layers; c) Layer sets and output layer sets; d) Sub-layers and inter-layer dependency of sub-layers; e) Profile, tier, and level (PTL); f) Representation format (resolution, bit depth, color format, etc.); g) Decoded picture buffer (DPB) size; h) cross-layer video usability information (VUI), which includes information on cross-layer picture type alignment, cross-layer intra random access point (IRAP) picture alignment, bit rate and picture rate of layer sets, video signal format (color primaries, transfer characteristics, etc.), usage of tiles and wavefronts and other enabled parallel processing capabilities, and additional HRD parameters.
It should be noted that the VPS applies to all layers, while in the AU decoding order dimension it applies from the first AU where it is activated up to the AU when it is deactivated. Different layers (including the base layer and a non-base layer) may either share the same SPS or use different SPSs. Pictures of different layers or AUs can also share the same picture parameter set (PPS) or use different PPSs. To enable sharing between sequence parameter set (SPS) and PPS, all SPSs share the same value space of their SPS IDs, regardless of the layer ID values in their NAL unit headers; the same is true for PPSs.

Among other smaller extensions, the slice segment header has been extended in a backward compatible manner by adding the following information: a) The discardable flag that indicates whether the picture is used for at least one of inter prediction and inter-layer prediction or neither (when neither applies the picture can be discarded without affecting the decoding of any other pictures, in the same layer or other layers); b) A flag that indicates whether an IDR picture is a bitstream splicing point (if yes, then pictures from earlier AUs would be unavailable as references for pictures of any layer starting from the current AU); c) Information on lower-layer pictures used by the current picture for inter-layer prediction; and d) POC resetting and POC most significant bits (MSB) information. The latter two sets of information are used as the basis for derivation of the inter-layer reference picture set (RPS) and for guaranteeing cross-layer POC alignment, both of which are discussed later.
8.2.3
Layer and Scalability Identification

Each layer is associated with a unique layer ID, for which the value must be increasing across pictures of different layers in decoding order within an AU. In addition, a layer is associated with scalability IDs specifying its content, which are derived from the VPS extension and denoted as view order index and auxiliary ID.
All layers of a view have the same view order index. The view order index is required to be increasing in decoding order of views. Furthermore, a view ID value is signalled for each view order index, which can be chosen without constraints, but should indicate the view's camera position (e.g., in a linear setup).

The auxiliary ID signals whether a layer is an auxiliary picture layer carrying depth, alpha or other user defined auxiliary data. By design choice, auxiliary picture layers have no normative impact on the decoding of non-auxiliary picture layers (denoted as primary picture layers).

8.2.4
Layer sets

The concept of layer sets was already introduced in HEVC version 1. A layer set is a set of independent decodable layers that contains the base layer. Layer sets are signalled in the base part of the VPS. During the development of the common multi-layer HLS, two related concepts, namely output layer sets (OLSs) and additional layer sets, were further introduced. An OLS is a layer set for which the target output layers are specified (non-target-output layers are for example those layers that are used only for inter-layer prediction but not for output/display). For example, an OLS can have two layers for output (e.g., stereoscopic viewing) but contain three layers. An HEVC single-layer decoder would only process one target output layer, i.e., the base layer, regardless of how many layers the layer set contains. This is the reason why the concept of OLS layer set was not needed in HEVC version 1.
An additional layer set is a set of independent decodable layers that does not contain the base layer. For example, if a bitstream contains two simulcast (i.e., independently coded) layers, then the non-base layer itself can be included in an additional layer set. This concept can also be used for signalling the PTL for auxiliary picture layers, which are usually coded independently from the primary picture layers. For example, a depth or alpha (i.e., transparency) auxiliary picture layer can be included in an additional layer set and indicated to conform to the Monochrome (8 bit) profile, regardless of which single-layer profile the base (primary picture) layer conforms to. Without such a design, many more profiles would need to be defined to handle all the combinations of auxiliary picture layers with single-layer profiles. To realize the benefits of this design, an independent non-base layer rewriting process was specified, which "transcodes" independent non-base layers to a bitstream that conforms to a single-layer profile.

By design choice, an additional layer set is allowed to contain more than one layer, e.g., three layers with layer ID values equal to 3, 4, and 5, where the layer with layer ID equal to 3 is an independent non-base layer. Along with this, a bitstream extraction process for additional layer sets was specified. While the extracted sub-bitstream does not contain a base layer, it is still a conforming bitstream, i.e., the multi-layer extensions of HEVC allow for a conforming multi-layer bitstream to not contain the base layer, and compliant decoding of the bitstream may not involve the base layer at all.
8.2.5
Profile, Tier, and Level (PTL)

Compared to earlier multi-layer video coding standards, a fundamentally different approach was taken for MV-HEVC and SHVC for the specification and signalling of interoperability points (i.e., PTL in the context of HEVC and its extensions). Rather than specifying PTL for an operation point that contains a set of layers, in MV-HEVC and SHVC, PTL is specified and signalled in a layer specific manner. Consequently, a decoder that is able to decode two-layer bitstreams with 720p@30fps at the base layer and 1080p@60fps at the enhancement layer should express its capability as a list of two PTLs equivalent to {Main profile Main tier Level 3.1, Scalable Main profile Main tier Level 4.1}. A key advantage of this design is that it facilitates easy decoding of multiple layers by reusing single-layer decoders. If PTL was specified for the two layers together, then the decoder would need to be able to decode the two-layer bitstreams with both the base and enhancement layers of 1080p@60fps. In other words, over provisioning of resources would be required.

Another related innovation is the definition of the independent non-base layer decoding (INBLD) capability, which is associated with the decoding capability of one or more of the single-layer profiles. The INBLD capability, when supported, indicates the capability of a decoder to decode an independent non-base layer that is indicated in the active VPSs and SPSs to conform to a single-layer profile and is the layer with the smallest nuh_layer_id value in an additional layer set. Compared to conventional single-layer decoders, such single-layer decoders can also parse some multi-layer syntaxes such as VPS extension and handle NAL units with layer ID greater than zero. It is recommended that, when expressing the capabilities of a decoder for one or more single-layer profiles, whether the INBLD capability is supported for those profiles should also be expressed. As can be seen from its connection to additional layer sets, the INBLD capability is also part of the entire solution for auxiliary picture layers introduced to HEVC version 2.

8.2.6
RPS and Reference Picture List Construction

In addition to the five RPS lists (RefPicSetStCurrBefore, RefPicSetStCurrAfter, RefPicSetStFoll, RefPicSetLtCurr, and RefPicSetLtFoll) defined in HEVC version 1, two more RPS lists, RefPicSetInterLayer0 and RefPicSetInterLayer1 (denoted as RpsIL0 and RpsIL1, respectively), were introduced to contain inter-layer reference pictures. Given a current picture, those inter-layer reference pictures are included into two sets depending on whether they have view ID values greater or smaller than the current picture. If the base view has greater view ID than the current picture, then those with greater view IDs are included into RpsIL0 and those with smaller view IDs into RpsIL1, and vice versa. The derivation of RpsIL0 and RpsIL1 is based on VPS extension signalling (of layer dependency and inter-layer dependency of sub-layers) as well as slice header signalling (of lower-layer pictures used by the current picture for inter-layer prediction).

When constructing the initial reference picture list 0 (i.e., RefPicListTemp0), pictures in RpsIL0 are inserted immediately after pictures in RefPicSetStCurrBefore, and pictures in RpsIL1 are inserted last, after pictures in RefPicSetLtCurr. When constructing the initial reference picture list 1 (i.e., RefPicListTemp1), pictures in RpsIL1 are inserted immediately after pictures in RefPicSetStCurrAfter, and pictures in RpsIL0 are inserted last, after pictures in RefPicSetLtCurr. Otherwise the reference picture list construction process stays the same as for HEVC single-layer coding.
8.2.7
Random Access, Layer Switching, and Bitstream Splicing

Compared to AVC, HEVC provides more flexible and convenient random access and splicing operations, by allowing conforming bitstreams to start with a clean random access (CRA) or broken link access (BLA) picture. In addition, MV-HEVC and SHVC support non-cross-layer aligned IRAP pictures of any type (IDR, CRA, or BLA), and a conforming bitstream can start with any type of IRAP access unit, including an IRAP AU where the base layer picture is an IRAP picture while (some of) the enhancement layer pictures are non-IRAP pictures. This allows easy splicing of multi-layer bitstreams at any type of IRAP AU and random accessing from such AU. Non-cross-layer aligned IRAP pictures also allow for flexible layer switching.
To support non-cross-layer aligned IRAP pictures, the multi-layer POC design needs to ensure cross-layer POC alignment within any AU. Cross-layer POC alignment is needed to ensure that the in-layer RPS derivation and the output order of pictures of target output layers are correct.

The multi-layer HEVC design allows extremely flexible layering structures. Basically, a picture of any layer may be absent at any AU. For example, the highest layer ID value can vary from AU to AU, which was disallowed in SVC and MVC. Such flexibilities imposed a great challenge on the multi-layer POC design. In addition, although a bitstream after layer or sub-layer switching is not required to be conforming, the design should still enable a conforming decoding behavior to work with layer and sub-layer switching, including cascaded switching behavior. This is achieved by a POC resetting approach.

The basic idea of POC resetting is to reset the POC value when decoding a non-IRAP picture (as determined by the POC derivation process in HEVC version 1), such that the final POC values of pictures of all layers of the AU are identical. In addition, to ensure that POC values of pictures in earlier AUs are also cross-layer aligned and that POC delta values of pictures within each layer remain proportional to the associated presentation time delta values, POC values of pictures in earlier AUs are reduced by a specified amount.

To work with all possible layering structures as well as some picture loss situations, the POC resetting period is specified based on the POC resetting period ID that is optionally signalled in the slice header. Each non-IRAP picture that belongs to an AU that contains at least one IRAP picture must be the start of a POC resetting period in the layer containing the non-IRAP picture. In that AU, each picture would be the start of a POC resetting period in the layer containing the picture. POC resetting and decreasing of POC values of same-layer pictures are applied only for the first picture within each POC resetting period, such that these operations would not be performed more than necessary; otherwise POC values would be messed up.
8.2.8
Hybrid Codec Scalability and Multiview/3D Support

The HEVC multi-layer extensions support the base layer being coded by other codecs, e.g., AVC. A simple approach was taken for this functionality by specifying the base layer being provided by an external means, i.e., not specified by the standard. Basically, except for information on the representation format and whether the base layer is a target output layer as signalled in the VPS extension, no other information about the base layer is included in the bitstream (as input to the enhancement-layer decoder). Decoder implementations can implement an application program interface (API) to accept the sample values of the decoded base layer picture for each AU plus some other minimum amount of information required for decoding the enhancement layer pictures, including whether it is an IRAP picture and, if yes, the IRAP picture type (IDR, CRA, or BLA). The base layer pictures and this latter information may be provided by the base layer decoder through the API, however this is not part of the enhancement-layer decoder specified by HEVC version 2. The output of base layer pictures is the responsibility of the base layer decoder, and output synchronization between a base layer picture and an enhancement layer picture in the same AU, when needed, is externally controlled (e.g. by using presentation timestamps). The association of a base layer decoded picture to an AU is also the responsibility of external means.
8.2.9
Hypothetical Reference Decoder (HRD)

The main new developments of HRD of the common HLS compared to HEVC version 1 include the following three aspects relevant for MV- and 3D-HEVC. Firstly, the bitstream conformance tests specified in HEVC version 1 are classified into two sets and a third set is additionally specified. The first set of tests is for testing the conformance of the entire bitstream and its temporal subsets. The second set of bitstream conformance tests is for testing the conformance of the layer sets specified by the active VPS and their temporal subsets. For the first and second sets of tests, only the base layer pictures are decoded and other pictures are ignored by the decoder. The third set of tests is for testing the conformance of the OLSs specified in the VPS extension and their temporal subsets.
The second aspect is the introduction of bitstream partition (BP) specific coded picture buffer (CPB) operations, wherein each BP contains one or more layers, and CPB parameters for each BP can be signalled and applied. These parameters can be utilized by transport systems that transmit different sets of layers in different physical or logical channels; one extreme example is one channel for each layer. The layer specific CPB parameters are also a basis for defining the semantics of layer specific PTL. The third aspect is the layer specific DPB management operations, where each layer exclusively uses its own sub-DPB. To ensure the design works with (cascaded) layer switching behavior, sharing of a particular memory unit across layers is disallowed.
8.2.10
SEI Messages

SEI messages in HEVC version 1 have been adapted to be applicable in the multi-layer contexts, in a backward compatible fashion, some of them with significant semantics changes. In addition, some new SEI messages are specified that apply to all multi-layer HEVC extensions.
The layers not present SEI message can indicate which layers are dropped. The inter-layer constrained tile sets SEI message, which can indicate cross-layer region of interest coding based on tiles. The BP nesting SEI message and the BP initial arrival time SEI message can be used to signal BP buffering parameters for CPB operations. The sub-bitstream property SEI message provides the bit rate information for a sub-bitstream created by discarding those pictures in the layers that do not belong to the output layers of the OLSs specified by the active VPS and that do not affect the decoding of the output layers. The alpha channel information SEI message provides information about alpha channel sample values and post-processing applied to the decoded alpha plane auxiliary pictures, and one or more associated primary pictures. Other new SEI messages that apply to all multi-layer HEVC extensions include the temporal motion vector prediction constraints SEI message and the frame-field information SEI message.
8.3
A comparison of SHVC and SVC

The scalable extension to H.264/AVC, commonly referred to as SVC, is the most recent scalable video coding standard preceding SHVC. In this clause a brief comparison between SHVC and SVC is provided.
The first difference between SHVC and SVC is the indication (i.e., signalling) of inter layer prediction. The previous SVC standard uses a base_mode_flag signalled at the macroblock level to enable inter-layer prediction, and makes further block-level operation changes depending on the value of base_mode_flag. In comparison, SHVC uses the “reference index” based framework, as discussed above. Because the ref_idx syntax element already exists in the single-layer HEVC standard at the Prediction Unit-level, referencing an inter-layer reference picture can be carried out in a transparent manner at the block-level. In other words, all block-level logic, including parsing and interpretation of the syntax elements, decoding and reconstruction, loop filtering, and other related processes, of the EL codec can be kept unchanged from those of a single-layer HEVC codec. Any necessary changes to the EL decoder, denoted as HEVC* in Figure 1, are only at slice header-level and above, that is, at the high level syntax level. By keeping the detailed block-level operations compatible with a single-layer codec, SHVC can be implemented by reusing/repurposing most parts of an existing HEVC implementation; thus, the implementation cost of SHVC can be reduced significantly.
Secondly, to achieve inter-layer prediction, the only BL information that the EL needs to access is the reconstructed pictures from the BL DPB, which includes the reconstructed texture samples, and typically also the BL motion information. As the BL DPB needs to be provided as an open interface in a single-layer codec implementation, such scalable codec architecture requires no change at all to the BL codec, and allows the BL codec to essentially operate as a black box. In contrast, in addition to using the BL reconstructed texture to predict the EL, SVC also applies cross-layer syntax prediction and cross-layer residual prediction, the implementation of which requires the BL codec to be redesigned to provide much more information than what it would generally need to provide as a single-layer codec. As such, implementation of the SHVC codec is much simpler than that of SVC. Further, operating the BL codec as a “black box” also allows SHVC to support hybrid codec scalability discussed earlier, thus providing expanded backward compatibility support.

Thirdly, SVC applies a single-loop decoding constraint, whereby when decoding a bitstream containing multiple layers, full decoding of reference layer(s) may not be required (i.e., limited decoding may be sufficient) in order to fully decode the current enhancement layer picture. This limited reference layer decoding can include decoding of multiple layers of intra-coded macroblocks, but not decoding of multiple layers of inter-coded macroblocks. As a consequence, constrained intra prediction must be used for any layer which will be used as a reference layer, meaning that spatial intra prediction in the reference layer can only predict from intra-coded spatial neighbors and not from inter-coded spatial neighbors. This constraint can negatively impact the coding efficiency. A disadvantage of single loop decoding is that arbitrary down-switching at any picture is not supported. For example, consider a two-layer spatial scalable bitstream containing a lower resolution BL and a higher resolution EL. When the decoder receives both layers and operates in single loop decoding mode, it outputs only the high resolution EL, and does not fully decode the lower resolution BL. If a Media Aware Network Element (MANE) removes the enhancement layer of the bitstream in the middle of a coded sequence, this single loop decoder is unable to switch to decoding just the lower resolution BL, because the previous temporal reference pictures of the BL are not available. In comparison, the SHVC architecture is based on multi-loop decoding. It allows all samples from the reference layers within the specified reference regions to be used in inter-layer prediction. By not imposing the constraint, SHVC does not have the problems inherent to single loop decoding.
Lastly, a full list of scalability features supported by SHVC is summarized in Table 1 in comparison with SVC. The type of scalability feature(s) between two layers dictates the type of inter-layer processing applied (cf. Figure 1). Both scalable standards support the conventional set of scalability features including temporal scalability (lower frame rate to higher frame rate), spatial scalability (lower spatial resolution to higher spatial resolution) and SNR scalability (lower quality to higher quality). Temporal scalability is already fully supported by the single-layer HEVC standard; SHVC simply inherits this feature. For spatial scalability, the resampling process in SHVC provides more enhanced functionality compared to SVC, to be discussed next. As shown in Table 1, SHVC also supports three new scalability features not supported by SVC: 1) the hybrid codec scalability discussed above, where the base layer can be coded using non-HEVC codec; 2) bit depth scalability, where the base layer is of lower bit-depth (e.g. 8-bit) and the EL is of higher bit-depth (e.g. 10-bit); 3) color gamut scalability, where the BL has narrower color gamut (e.g., ITU-R recommendation BT.709) and the EL has wider color gamut (e.g., ITU-R recommendation BT.2020). Individual scalability features in Table 1 can be combined. In particular, the combination of spatial, bit depth, and color gamut scalability can be used to fully enable the migration from HDTV to UHDTV.

Table 2. Comparison of scalability features supported by SVC and SHVC
	Scalability features
	Scalable standard
	Examples

	
	SVC
	SHVC
	

	Temporal
	X
	X (in HEVC)
	30fps to 60fps

	Spatial
	X
	X
	1080p to 4Kx2K

	SNR (quality)
	X
	X
	33 dB to 36 dB

	Hybrid codec
	
	X
	AVC-coded BL

	Bit depth
	
	X
	8-bit to 10-bit

	Color gamut
	
	X
	BT.709 to BT.2020


In terms of spatial scalability, SHVC provides more flexibility, mainly in two aspects: 1) because of SHVC’s relatively simple architecture design, arbitrary scaling ratio is included in SHVC’s Scalable Main and Scalable Main 10 profiles. In comparison, arbitrary spatial ratio, also referred to as enhanced spatial scalability in SVC, is supported only in the Scalable High profile of SVC, and Scalable Baseline profile only allows 2x and 1.5x ratios; 2) SHVC supports flexible resampling phase adjustment in resampling. This allows the resampling filter phases to be selected to match those of the down-sampling filters used by the encoder. By default, the resampling process of SHVC assumes that the top left sample location of the pictures of the two spatial layers have zero phase shift. However, when generating the lower resolution layer, SHVC gives the encoder the freedom to choose non-default down-sampling filters; for example, the encoder can choose the down-sampling filters used by SVC with 0.5-sample phase shift [6]. By adjusting the filter phases during resampling at the decoder to match those used by the encoder during down-sampling, high coding efficiency can be maintained for all encoder designs. Additionally, the resampling process in SHVC allows the output sample bit depth to be different from (and larger than) the input sample bit depth. This provides a natural support for bit depth scalability.
To summarize, Table 2 lists the comparison between SVC and SHVC made in this clause.
Table 3. Summary of comparison between SVC and SHVC
	
	SVC
	SHVC

	Inter-layer prediction signalling
	Add flag in macroblock
	Reuse ref_idx in Prediction Unit

	Decoding type
	Single-loop
	Multi-loop

	Spatial scalability ratio
	Limited to 2x and 1.5x in Scalable Baseline
	Arbitrary ratio

	Spatial resampling phase
	Fixed phase position
	Arbitrary phase adjustment

	Backward compatibility
	AVC-coded BL only
	HEVC or non-HEVC coded BL

	BL decoder design
	Needs new API
	No change to the BL decoder

	EL decoder design
	Cannot directly reuse AVC decoder
	Can repurpose existing HEVC decoder


8.4
SHVC decoder and encoder complexity analyses

9
Test cases, conditions, and results
9.1
Test cases and conditions

9.1.1
General conditions

The following test conditions apply for multi-stream multiparty video conferencing (MSVC), MBMS and 3GP-DASH tests:

1) Codecs (profiles): HEVC Main profile vs Scalable Main profile

2) Test sequences, resolutions and frame rates for MSVC and MBMS:

Two sets of the test sequences are used, as follows:

a. 720p@30fps / 1080p@30fps, corresponding to the Class E and B sequences as listed in Table 2 of TR 26.906 (the relevant parts of the table is copied below for convenience). For the sequences Kimono and ParkScene, for which the original sequences were only of 24 fps, the frame rate to be used is 24 fps for both resolutions. For the sequences Cactus and BasketballDrive, for which the original sequences were of 50 fps, the frame rate to be used is 25 fps. For the sequences BQTerrace, FourPeople, Johnny and KristenAndSara, for which the original sequences were of 60 fps, the frame rate to be used is 30 fps. For the sequences which the original sequence are of 50fps or 60 fps, the frames with odd indices (assuming the initial index being 0) are dropped to achieve the half frame rate.
Table 4. Class B and E test sequences for MSVC and MBMS tests
	Class
	Sequence
	Spatial resolution
	Frame rate

	Class B
	Kimono
	1920x1080
	24 fps

	
	ParkScene
	1920x1080
	24 fps

	
	Cactus
	1920x1080
	50 fps

	
	BasketballDrive
	1920x1080
	50 fps

	
	BQTerrace
	1920x1080
	60 fps

	Class E
	Kimono_720p
	1280x720
	24 fps

	
	ParkScene_720p
	1280x720
	24 fps

	
	Cactus_720p
	1280x720
	50 fps

	
	BasketballDrive_720p
	1280x720
	50 fps

	
	BQTerrace_720p
	1280x720
	60 fps


b. 720p@30fps / 640x360p@30fps, corresponding to the Class VC-E sequences listed in Table 5 of TR 26.906 (the table is copied below for convenience) and their sub-sampled (both spatially and temporally) version.

Table 5. Class VC-E test sequences for MSVC tests
	Class
	Sequence
	Spatial resolution
	Frame rate

	Class VC-E
	FourPeople
	1280x720
	60 fps

	
	Johnny
	1280x720
	60 fps

	
	KristenAndSara
	1280x720
	60 fps


3) RAP distance for MSVC and MBMS: 2 seconds (i.e., one RAP every 64 pictures when frame rate is 30 fps and every 48 pictures when frame rate is 25 fps)

a. For SHVC encoding, two options are tested, where the first option is with cross-layer aligned RAPs with RAP distance of 2 seconds for both layers, and the second option is with RAP distance of 2 seconds for the base layer, and longer RAP distance of 4 seconds for the enhancement layer (i.e., one RAP every 128 pictures when frame rate is 30 fps and every 96 pictures when frame rate is 25 fps).

4) QP Configuration

a. Fixed QP configuration is used without rate control to avoid uncertainty due to different rate control algorithms. Cascaded QP setting (e.g. higher QP for P pictures than I pictures, higher QP for B pictures than P pictures is allowed. When temporal level is used, higher QP for higher temporal level than lower temporal level in hierarchical coding structures) is allowed.
b. For coding of enhancement layer: Two sets of delta QP values, deltaQP = {0, +2}. The delta QP value specifies the difference between initial EL QP and initial BL QP for collocated pictures in the two layers. For example, when deltaQP = 0, for each picture of a particular resolution, the same QP that was used in base-layer is used; when deltaQP = 2, for each picture in enhancement layer, the QP that was used in base-layer plus 2 is used.
5) Rate-distortion optimized quantization. Rate-distortion optimized quantization is disabled.

9.1.2
Multi-stream multiparty video conferencing
For multi-stream multiparty video conferencing, the video bitstreams should be encoded with low-delay coding structure where the decoding order of pictures is identical to the presentation order to minimize the delay introduced by the codec. To enable late tuning-in, insertion of frequent random access points (RAPs) is needed. A key point that needs to be determined for multi-stream multiparty video conferencing is whether simulcast of multiple single-layer HEVC bitstreams or multiple layers per SHVC should be used.

With the above points in mind, the following test conditions are specified for testing of potential video codecs for multi-stream multiparty video conferencing: 
1) Input test sequences, resolutions and frame rates are as listed in section 9.1.1
2) Encoding settings

a. For single-layer coding (including coding of the base layer in multi-layer coding): similar as for MTSI tests specified in TR 26.906 (with the exception that temporal scalability is not used, for simplicity), as follows:

i. QP configuration

· For Class B sequences, the following QP set is used {25, 28, 31, 34}.
· For Class VC-E sequences, the following QP set is used {19, 22, 25, 28}.
ii. Number of reference pictures in the reference picture list is set equal to 2.

iii. GOP and prediction structures

· The IPPP coding structure, wherein the first picture in each random access point period is an IDR picture and the rest are P pictures, and the decoding order equals the output order, is used.

· The previous two pictures in decoding order are always used for prediction.

iv. Temporal scalability is not enabled.

v. Motion vector search range: The motion vector search range, in units of integer luma samples, is restricted to 32 in both directions.
vi. MTU size matching and multiple slices are allowed. The size of each slice in a picture is set to 1200 bytes, with the exception that the last slice in each picture is allowed to have a smaller size.
b. For SHVC coding of the enhancement layer, the following encoding settings are used:

i. QP configuration

· For Class B sequences, the following QP set is used {25, 28, 31, 34}.
· For Class VC-E sequences, the following QP set is used {19, 22, 25, 28}.
ii. Number of reference pictures in the reference picture list is set equal to 3.

iii. GOP and prediction structure structures

· The IPPP coding structure, wherein the first picture in each random access point period is an IDR picture and the rest are P pictures, and the decoding order equals the output order, is used.

· If there is no lower layer picture in the same access unit, the previous two pictures of the same layer in decoding order are always used for prediction. Otherwise, the previous two picture of the same layer in decoding order and the lower layer picture in the same access units are used for prediction (except for an IRAP picture only inter-layer prediction is used).

iv. Temporal scalability is not enabled.

v. Motion vector search range: The motion vector search range, in units of integer luma samples, is restricted to 32 in both directions.
vi. MTU size matching and multiple slices are allowed. The size of each slice in a picture is set to 1200 bytes, with the exception that the last slice in each picture is allowed to have a smaller size.
9.1.3
MBMS

For MBMS, the video bitstreams should be encoded with the so-called random access coding structure to achieve the highest compression efficiency. To enable stream or layer switching in DASH or late tuning-in and channel switching in MBMS, insertion of frequent random access points (RAPs) is needed. Two different scenarios for enhancement should be tested: enhancement of video spatial resolution and enhancement of quality.

With the above points in mind, the following test conditions are specified for testing of potential video codecs for multi-stream multiparty video conferencing:

2) Input test sequences from Class B, resolutions and frame rates are as listed in section 9.1.1
3) Encoding settings

a. For single-layer coding (including coding of the base layer in multi-layer coding):

i. QP configuration: For Class B sequences, the following QP set is used {22, 25, 28, 31}.

ii. Number of reference pictures in each reference picture lists (for forward prediction and backward prediction) is set equal to 2.

iii. GOP and Prediction structures

· GOP size is 8.

· The hierarchical B-picture structure as used for each layer as in the HEVC random access common test condition.

· IRAP picture type is CRA except for the first IRAP picture, for which IDR is used.

iv. Temporal scalability is not enabled.

vii. Motion vector search range: The motion vector search range, in units of integer luma samples, is restricted to 64 in both directions.
viii. MTU size matching is not enabled.
b. For SHVC coding of the enhancement layer, the following encoding settings are used:

i. QP configuration: For Class B sequences, the following QP set is used {22, 25, 28, 31}

ii. Number of reference pictures in each reference picture lists for base layer is set equal to 2 and for enhancement layer is set equal to 3 (2 from the same layer and 1 from the base layer).

iii. GOP and Prediction structures

· GOP size is 8.

· The hierarchical B-picture structure as used in the SHVC random access common test condition.

· IRAP picture type is CRA except for the first IRAP picture, for which IDR is used.

iv. Temporal scalability is not enabled.

ix. Motion vector search range: The motion vector search range, in units of integer luma samples, is restricted to 64 in both directions.
x. MTU size matching is not enabled.
9.1.4
3GP-DASH

For 3GP-DASH, the video bitstreams should be encoded with the following features:

· To achieve highest compression efficiency, random access coding structure is used.

· To enable layer switching in DASH or late tuning-in and channel switching, insertion of frequent random access points (RAPs) is needed.

· To enable frequent switching to higher layer / representation, higher layer may have more frequent RAPs.

With the above points in mind, the following test conditions are specified for testing of potential video codecs for multi-stream multiparty video conferencing:

1) Input test sequences, resolutions and frame rates are as follows:

a. Input test sequences are test sequences from class B sequences.

b. Three layers with the following spatial resolutions 1080p / 720p / 360p

c. Frame rates are either 24, 25 or 30 fps depending on the sequences. For the sequences Cactus, BasketballDrive and BQTerrace for which the original sequence are of 50fps or 60 fps, the frames with odd indices (assuming the initial index being 0) are dropped to achieve the half frame rate.
Table 6. Test sequences for 3GP-DASH test
	Sequence
	Spatial resolution
	Frame rate

	Kimono
	1920x1080
	24

	
	1280x720
	24

	
	640x360
	24

	ParkScene
	1920x1080
	24

	
	1280x720
	24

	
	640x360
	24

	Cactus
	1920x1080
	25

	
	1280x720
	25

	
	640x360
	25

	BasketballDrive
	1920x1080
	25

	
	1280x720
	25

	
	640x360
	25

	BQTerrace
	1920x1080
	30

	
	1280x720
	30

	
	640x360
	30


2) Encoding settings

a. For single-layer coding (including coding of the base layer in multi-layer coding):

i. QP configuration: For Class B sequences, the following QP set is used {22, 25, 28, 31}.

ii. Number of reference pictures in each reference picture lists (for forward prediction and backward prediction) is set equal to 2.

iii. Temporal scalability is enabled.

iv. GOP and Prediction structures

· GOP size is 8.

· The hierarchical B-picture structure as used for each layer as in the HEVC random access common test condition.

· IRAP picture type is CRA except for the first IRAP picture, for which IDR is used.

v. RAP distance:

· For base layer: every 4 seconds (i.e., one RAP every 128 pictures when frame rate is 30 fps and every 96 pictures when frame rate is 24 or 25 fps).

· For enhancement layers, two options are tested:

a. Option 1: every 4 seconds (i.e., one RAP every 128 pictures when frame rate is 30 fps and every 96 pictures when frame rate is 24 or 25 fps).

b. Option 2: every 2 seconds (i.e., one RAP every 64 pictures when frame rate is 30 fps and every 48 pictures when frame rate is 24 or 25 fps).

vi. Inter-layer prediction: No inter-layer prediction is used.

vii. Motion vector search range: The motion vector search range, in units of integer luma samples, is restricted to 64 in both directions.
viii. MTU size matching is not enabled.
b. For SHVC coding of the enhancement layer, the following encoding settings are used:

i. QP configuration: For Class B sequences, the following QP set is used {22, 25, 28, 31}.
ii. Number of reference pictures in each reference picture lists for base layer is set equal to 2 and for enhancement layer is set equal to 3 (2 from the same layer and 1 from the base layer).

iii. Temporal scalability

Temporal scalability is enabled.

iv. GOP and Prediction structures

· GOP size is 8.

· The hierarchical B-picture structure as used in the SHVC random access common test condition.

· IRAP picture type is CRA except for the first IRAP picture, for which IDR is used.

v. RAP distance:

· For base layer: 4 seconds (i.e., one RAP every 128 pictures when frame rate is 30 fps and every 96 pictures when frame rate is 24 or 25 fps).

· For enhancement layers, two options are tested:

a. Option 1: 4 seconds (i.e., one RAP every 128 pictures when frame rate is 30 fps and every 96 pictures when frame rate is 24 or 25 fps).

b. Option 2: 2 seconds (i.e., one RAP every 64 pictures when frame rate is 30 fps and every 48 pictures when frame rate is 24 or 25 fps).
vi. Inter-layer prediction (ILP)

· Linear dependency structure is used for ILP, that is, pictures in layer n, where n > 0, may use only collocated pictures from layer n – 1 as reference for ILP.

· Inter-layer prediction (ILP) is used with the following constraints:

a. Option 1: No constraint. All lower layer pictures are used for ILP references.

b. Option 2: Only IRAP pictures and pictures at temporal sub-layer 0 are used for ILP references.

c. Option 3: Only pictures up to temporal sub-layer 1 are used for ILP references.

d. Option 4: Only pictures up to temporal sub-layer 2 are used for ILP references.

vii. Motion vector search range: The motion vector search range, in units of integer luma samples, is restricted to 64 in both directions.
viii. MTU size matching is not enabled.
9.2
Test results

9.2.1
Multi-stream multiparty video conferencing
In this section, simulation results for the multi-stream multiparty video conferencing service are provided, comparing SHVC vs HEVC simulcast. A particular value of the BD-rate decrease of SHVC comparing simulcast indicates how much less bandwidth, in percentage, is needed for transmission of the two-layer SHVC bitstream compared to transmission of both HEVC single-layer bitstreams, on average for the same quality of the higher resolution video. The comparison indicates the difference of the bandwidth requirements for SHVC vs simulcast in the network link between a sender and bitstream-switching MCU in the multi-stream multiparty video conferencing service.
9.2.1.1 Results for aligned IRAP pictures case

BD-rate results for cross layer IRAP aligned case is presented in Table 7and Table 8.

For 1.5x spatial scalability, SHVC has overall 27.34% BD-rate decrease comparing simulcast when deltaQP is 2, and the max gain can be up to 35.5%.

For 2x spatial scalability scenario, SHVC has overall 8.03% BD-rate decrease comparing simulcast when the deltaQP is 2, and the max gain can be up to 10.6%.

Table 7. MSVC IRAP 1.5X aligned results (SHVC vs. simulcast)
	
	1.5x spatial scalability 

(Class-B)

	
	deltaQP
	Y
	U
	V

	Kimono
	0
	-21.5%
	-21.4%
	-20.4%

	ParkScene
	0
	-13.1%
	-10.0%
	-9.1%

	Cactus
	0
	-18.8%
	-14.3%
	-10.9%

	BasketballDrive
	0
	-24.2%
	-17.4%
	-16.9%

	BQTerrace
	0
	-8.5%
	5.7%
	13.6%

	Average gain SHVC vs. Simulcast
	
	-17.22%
	-11.48%
	-8.74%

	Kimono
	2
	-35.5%
	-36.3%
	-34.8%

	ParkScene
	2
	-22.7%
	-18.1%
	-18.0%

	Cactus
	2
	-29.7%
	-27.1%
	-25.3%

	BasketballDrive
	2
	-33.6%
	-29.6%
	-28.7%

	BQTerrace
	2
	-15.2%
	-3.2%
	-2.2%

	Average gain SHVC vs. Simulcast
	
	-27.34%
	-22.86%
	-21.8%


Table 8. MSVC IRAP 2X aligned results (SHVC vs. simulcast)
	
	2x spatial scalability (Class-VC_E)

	
	deltaQP
	Y
	U
	V

	FourPeople
	0
	-7.7%
	-2.7%
	-0.1%

	Johnny
	0
	-2.8%
	4.3%
	7.2%

	KristenAndSara
	0
	-6.3%
	-2.6%
	-0.1%

	Average gain SHVC vs. Simulcast
	
	-5.6%
	-0.33%
	2.33%

	FourPeople
	2
	-10.6%
	-4.9%
	-1.8%

	Johnny
	2
	-4.5%
	6.2%
	7.3%

	KristenAndSara
	2
	-9.0%
	-3.2%
	-2.8%

	Average gain SHVC vs. Simulcast
	
	-8.03%
	-0.63%
	0.9%


9.2.1.2 Results for IRAP non-aligned test case

BD-rate results for cross-layer RAP non-aligned case is presented in Table 9 and Table 10
For 1.5x spatial scalability scenario, SHVC has overall 27.9% BD-rate decrease comparing simulcast when deltaQP is 2, and the max gain can be up to 35.6%.

For 2x spatial scalability scenario, SHVC has overall 10.76% BD-rate decrease comparing simulcast when deltaQP is 2, and the max gain can be up to 12.8%.

Table 9. MSVC IRAP 1.5X non-aligned results (SHVC vs. simulcast)
	
	1.5x spatial scalability 

(Class-B)

	
	deltaQP
	Y
	U
	V

	Kimono
	0
	-21.6%
	-21.4%
	-20.3%

	ParkScene
	0
	-14.1%
	-10.5%
	-9.0%

	Cactus
	0
	-20.1%
	-15.7%
	-12.3%

	BasketballDrive
	0
	-24.4%
	-17.2%
	-16.7%

	BQTerrace
	0
	-9.4%
	3.6%
	9.6%

	Average gain SHVC vs. Simulcast
	
	-17.92%
	-12.24%
	-9.74%

	Kimono
	2
	-35.6%
	-36.4%
	-34.6%

	ParkScene
	2
	-23.4%
	-18.3%
	-17.5%

	Cactus
	2
	-30.7%
	-28.2%
	-26.4%

	BasketballDrive
	2
	-33.7%
	-29.6%
	-28.5%

	BQTerrace
	2
	-16.3%
	-5.0%
	-6.1%

	Average gain SHVC vs. Simulcast
	
	-27.94%
	-23.5%
	-22.62%


Table 10. MSVC IRAP 2X non-aligned results (SHVC vs. simulcast)
	
	
	2x spatial scalability 

(Class-VC_E)

	
	deltaQP
	Y
	U
	V

	FourPeople
	0
	-9.6%
	-5.6%
	-2.7%

	Johnny
	0
	-5.8%
	0.1%
	2.3%

	KristenAndSara
	0
	-8.3%
	-5.7%
	-2.9%

	Average gain SHVC vs. Simulcast
	
	-7.9%
	-3.73%
	-1.1%

	FourPeople
	2
	-12.8%
	-7.7%
	-4.5%

	Johnny
	2
	-8.2%
	1.7%
	1.6%

	KristenAndSara
	2
	-11.3%
	-6.0%
	-5.7%

	Average gain SHVC vs. Simulcast
	
	-10.76%
	-4%
	-2.86%


9.2.1.2 Additional results

Additional down-sampled sequences for Class VC-E has been tested where the base layer is 960x540 and enhancement layer is class VC-E.

With the same RAP aligned test conditions, SHVC has overall 17% BD-rate decrease comparing simulcast when deltaQP is 2, and the max gain can be up to 19.8%.

With the same non-RAP aligned test conditions, SHVC has overall 18.76% the BD-rate decrease comparing simulcast when deltaQP is 2, and the max gain can be up to 21.2%.

Table 11. MSVC IRAP aligned results class-VC_E (BL540P/EL720P)
	
	1.5x spatial scalability (Class-VC_E)

	
	deltaQP
	Y
	U
	V

	FourPeople
	0
	-11.6%
	-6.6%
	-5.1%

	Johnny
	0
	-7.3%
	-0.3%
	1.9%

	KristenAndSara
	0
	-12.1%
	-9.3%
	-8.2%

	Average gain SHVC vs. Simulcast
	
	-10.33%
	-5.4%
	-3.8%

	FourPeople
	2
	-17.4%
	-16.5%
	-16.7%

	Johnny
	2
	-13.8%
	-13.6%
	-15.6%

	KristenAndSara
	2
	-19.8%
	-20.1%
	-22.1%

	Average gain SHVC vs. Simulcast
	
	-17%
	-16.73%
	-18.13%


Table 12. MSVC IRAP non-aligned results class-VC_E (BL540P/EL720P)
	
	1.5x spatial scalability (Class-VC_E)

	
	deltaQP
	Y
	U
	V

	FourPeople
	0
	-13.0%
	-9.2%
	-7.1%

	Johnny
	0
	-9.7%
	-4.6%
	-2.6%

	KristenAndSara
	0
	-13.7%
	-11.7%
	-10.8%

	Average gain SHVC vs. Simulcast
	
	-12.13%
	-8.5%
	-6.83%

	FourPeople
	2
	-18.8%
	-18.5%
	-18.4%

	Johnny
	2
	-16.3%
	-16.7%
	-18.5%

	KristenAndSara
	2
	-21.2%
	-21.7%
	-23.7%

	Average gain SHVC vs. Simulcast
	
	-18.76%
	-18.96%
	-20.2%


9.2.2
MBMS

In this section, simulation results for the MBMS service are provided, comparing SHVC vs HEVC simulcast. A particular value of the BD-rate decrease of SHVC comparing simulcast indicates how much less bandwidth, in percentage, is needed for transmission of the two-layer SHVC bitstream compared to transmission of both HEVC single-layer bitstreams, on average for the same quality of the higher resolution video. The comparison indicates the difference of the bandwidth requirements for SHVC vs simulcast in the network link between the Content Provider and the BM-SC, as well as the network link between the BM-SC and GGSN (for GPRS) or MBMS-GW (for EPS) in the MBMS service when different qualities of the same video content are provided.
9.2.2.1 Results for aligned IRAP pictures case

Table 13 and Table 14 show the summary of the test results. For the given test condition, SHVC provides BD-rate gains up to 40.5% for Kimono sequences with QP different of 2 between the first layer (i.e., QP set of 22, 25, 28, 31) and the second layer (i.e., QP set of 24, 27, 30, 33). The overall average gain is 31.9% for QP delta 2.

Table 13. MBMS IRAP aligned results class B (BL 720p – EL 1080p)
	Test Sequences
	deltaQP
	BD-Rate Comparison

	
	
	SHVC Vs. Simulcast

	
	
	Y
	U
	V

	Kimono
	0
	-28.4%
	-20.9%
	-18.7%

	ParkScene
	0
	-19.5%
	-15.3%
	-15.1%

	Cactus
	0
	-23.4%
	-19.2%
	-12.5%

	BasketballDrive
	0
	-26.5%
	-15.5%
	-15.9%

	BQTerrace
	0
	-14.9%
	4.9%
	10.4%

	Average
	-22.5%
	-13.2%
	-10.4%

	Kimono
	2
	-40.5%
	-34.5%
	-33.3%

	ParkScene
	2
	-28.9%
	-24.6%
	-25.2%

	Cactus
	2
	-32.7%
	-30.5%
	-27.5%

	BasketballDrive
	2
	-36.1%
	-30.3%
	-29.8%

	BQTerrace
	2
	-21.5%
	-11.2%
	-10.5%

	Average
	-31.9%
	-26.2%
	-25.3%


For the configuration where the first layer and the second layer have spatial resolutions of 540p and 1080p, respectively, the performance of SHVC drops. The BD-rate gain is up to 27%. The overall average gain is 18.7%for QP delta 2. This is an expected result as a higher spatial resolution ratio between the first layer and the second layer means lower cross-layer correlation.

Table 14. MBMS IRAP aligned results class B (BL 540p – EL 1080p)
	Test Sequences
	deltaQP
	BD-Rate Comparison

	
	
	SHVC Vs. Simulcast

	
	
	Y
	U
	V

	Kimono
	0
	-19.2%
	-11.9%
	-9.5%

	ParkScene
	0
	-10.2%
	-8.5%
	-8.7%

	Cactus
	0
	-13.7%
	-9.7%
	-3.9%

	BasketballDrive
	0
	-16.6%
	-4.9%
	-6.1%

	BQTerrace
	0
	-7.7%
	1.7%
	6.2%

	Average
	-13.5%
	-6.7%
	-4.4%

	Kimono
	2
	-27.0%
	-18.9%
	-16.8%

	ParkScene
	2
	-14.8%
	-12.0%
	-12.1%

	Cactus
	2
	-18.4%
	-14.4%
	-10.3%

	BasketballDrive
	2
	-23.0%
	-12.5%
	-13.0%

	BQTerrace
	2
	-10.2%
	-2.1%
	0.1%

	Average
	-18.7%
	-12.0%
	-10.4%


9.2.2.2 Results for non-aligned IRAP pictures case

SHVC supports a so-call step-wise up-switching feature by allowing IRAP pictures in the second layer occurs less frequently than IRAP pictures in the first layer. For example, IRAP pictures in the first layer occur every 2 seconds whereas IRAP pictures in the second layer occur every 4 seconds. This feature can improve the coding efficiency of SHVC while still allowing the same joining time interval (e.g., every 2 seconds) compared to simulcast.

Figure 2 illustrates the effect of step-wise up-switching when a user changes channel at the worst case scenario. In the best case scenario, the first immediate IRAP pictures in both layers after a user switches channel are aligned. In the worst case scenario, the first immediate IRAP pictures in both layers after a user switches channel are not aligned, the user would see base service for a short period of time until the next IRAP occurs in the second layer.
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Figure 2. Effect of step-wise up-switching to channel switching
Table 15 and Table 16 show the summary of the test results. For the given test condition, SHVC provides BD-rate gains up to 40.6%. The overall average gain is 32.9% for QP delta 2.

In similar trend as reported for IRAP aligned case, for the configuration where the first layer and the second layer have spatial resolutions of 540p and 1080p, respectively, the performance of SHVC drops. The BD-rate gain is up to 26.8%. The overall average gain is 20% for QP delta 2.

Table 15. MBMS IRAP non-aligned Class B (BL 720p – EL 1080p)
	Test Sequences
	deltaQP
	BD-Rate Comparison

	
	
	SHVC Vs. Simulcast

	
	
	Y
	U
	V

	Kimono
	0
	-28.4%
	-20.7%
	-18.3%

	ParkScene
	0
	-20.2%
	-15.9%
	-15.2%

	Cactus
	0
	-25.4%
	-21.4%
	-14.5%

	BasketballDrive
	0
	-26.8%
	-15.8%
	-16.2%

	BQTerrace
	0
	-16.6%
	3.0%
	7.5%

	Average
	-23.5%
	-14.2%
	-11.3%

	Kimono
	2
	-40.6%
	-34.5%
	-33.1%

	ParkScene
	2
	-29.6%
	-25.2%
	-25.4%

	Cactus
	2
	-34.3%
	-32.2%
	-29.0%

	BasketballDrive
	2
	-36.4%
	-30.5%
	-30.1%

	BQTerrace
	2
	-23.4%
	-13.1%
	-13.5%

	Average
	-32.9%
	-27.1%
	-26.2%


Table 16. MBMS IRAP non-aligned Class B (BL 540p – EL 1080p)
	Test Sequences
	deltaQP
	BD-Rate Comparison

	
	
	SHVC Vs. Simulcast

	
	
	Y
	U
	V

	Kimono
	0
	-18.9%
	-11.0%
	-8.5%

	ParkScene
	0
	-11.7%
	-9.6%
	-9.0%

	Cactus
	0
	-16.3%
	-12.8%
	-6.4%

	BasketballDrive
	0
	-17.0%
	-5.0%
	-6.5%

	BQTerrace
	0
	-10.1%
	-0.1%
	3.4%

	Average
	-14.8%
	-7.7%
	-5.4%

	Kimono
	2
	-26.8%
	-18.3%
	-16.0%

	ParkScene
	2
	-15.9%
	-13.1%
	-12.7%

	Cactus
	2
	-20.6%
	-17.0%
	-12.5%

	BasketballDrive
	2
	-23.4%
	-12.7%
	-13.3%

	BQTerrace
	2
	-13.2%
	-4.8%
	-3.5%

	Average
	-20.0%
	-13.2%
	-11.6%


9.2.3
3GP-DASH

In this section, simulation results for the 3GP-DASH service are provided, comparing SHVC vs HEVC simulcast. A particular value of the BD-rate decrease of SHVC comparing simulcast indicates how much less bandwidth, in percentage, is needed for transmission of the three-layer SHVC bitstream compared to transmission of all three HEVC single-layer bitstreams, on average for the same quality of the highest resolution video. The comparison indicates the difference of the bandwidth requirements for SHVC vs simulcast in the network link between the origin server and the caches/proxies.
The temporal scalability is enabled in 3GP-DASH test. There are 4 temporal sub-layers of the hierarchic-B coding structure with GOP length 8 as illustrated in Figure 3. The results of using different number of temporal sub-layers for the inter-layer prediction are provided.
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Figure 3. Temporal sub-layers of hierarchic-B coding structure
There are 2 IRAP distance options. For cross-layer IRAP aligned option, both base layer and enhancement layer share the same IRAP distance (approximately 4 seconds). For the cross-layer IRAP non-aligned option, the base layer IRAP distance is approximately 4 seconds while the enhancement layer IRAP distance is 2 seconds in order to support quick up-switch to the high quality video. Each IRAP picture type is CRA except for the first IRAP which uses IDR.

Each enhancement layer uses it immediate lower layer as its reference layer for the inter-layer prediction. E.g. the 1st enhancement layer uses base layer as its reference layer, and 2nd enhancement layer uses the 1st enhancement layer as its reference layer.

9.2.3.1 Results for aligned IRAP pictures case

BD-rate results for cross-layer RAP aligned cases are presented in Table 17 to Table 20.

The overall BD-rate decrease of SHVC comparing to simulcast is between 18.1% and 31.94% depending on the deltaQP value and number of temporal sub-layers to be used for inter-layer prediction. The max gain can be up to 41.5%.

Table 17 shows the results when temporal sub-layer 0 can be used for inter-layer prediction (ILP).

Table 17. 3GP-DASH IRAP aligned simulation results (option 2)
	IRAP Aligned
	SHVC vs. Simulcast

	
	deltaQP
	Y
	U
	V

	Kimono
	0
	-24.8%
	-19.0%
	-19.7%

	ParkScene
	0
	-17.3%
	-14.5%
	-14.5%

	Cactus
	0
	-18.3%
	-14.0%
	-10.5%

	BasketballDrive
	0
	-16.6%
	-10.9%
	-13.5%

	BQTerrace
	0
	-13.5%
	0.4%
	10.3%

	Average
	-18.10%
	-11.60%
	-9.58%

	Kimono
	2
	-31.8%
	-27.1%
	-27.8%

	ParkScene
	2
	-24.1%
	-21.9%
	-22.0%

	Cactus
	2
	-23.9%
	-21.1%
	-18.4%

	BasketballDrive
	2
	-21.8%
	-17.0%
	-19.7%

	BQTerrace
	2
	-19.2%
	-9.9%
	-4.2%

	Average
	-24.16%
	-19.40%
	-18.42%


Table 18 shows the results when temporal sub-layer 0 and 1 can be used for ILP.

Table 18. 3GP-DASH IRAP aligned simulation results (option 3)
	IRAP Aligned
	SHVC vs. Simulcast

	
	deltaQP
	Y
	U
	V

	Kimono
	0
	-28.4%
	-21.3%
	-20.8%

	ParkScene
	0
	-18.7%
	-14.8%
	-14.5%

	Cactus
	0
	-21.5%
	-16.6%
	-11.0%

	BasketballDrive
	0
	-21.1%
	-12.3%
	-15.1%

	BQTerrace
	0
	-14.9%
	3.7%
	13.8%

	Average
	-20.92%
	-12.26%
	-9.52%

	Kimono
	2
	-36.8%
	-29.4%
	-28.5%

	ParkScene
	2
	-26.1%
	-22.1%
	-22.0%

	Cactus
	2
	-28.2%
	-24.3%
	-20.5%

	BasketballDrive
	2
	-27.9%
	-20.1%
	-22.5%

	BQTerrace
	2
	-21.0%
	-8.8%
	-4.0%

	Average
	-28.00%
	-20.94%
	-19.50%


Table 19 shows the results when temporal sub-layer 0, 1 and 2 can be used for ILP.
Table 19. 3GP-DASH IRAP aligned simulation results (option 4)
	IRAP Aligned
	SHVC vs. Simulcast

	
	deltaQP
	Y
	U
	V

	Kimono
	0
	-30.4%
	-22.6%
	-20.9%

	ParkScene
	0
	-19.6%
	-15.0%
	-14.4%

	Cactus
	0
	-23.8%
	-18.6%
	-11.1%

	BasketballDrive
	0
	-25.9%
	-13.5%
	-16.2%

	BQTerrace
	0
	-16.0%
	7.0%
	16.0%

	Average
	-23.14%
	-12.54%
	-9.32%

	Kimono
	2
	-40.6%
	-31.8%
	-29.9%

	ParkScene
	2
	-27.6%
	-22.8%
	-22.5%

	Cactus
	2
	-31.4%
	-26.9%
	-22.5%

	BasketballDrive
	2
	-34.1%
	-23.4%
	-25.5%

	BQTerrace
	2
	-22.1%
	-8.0%
	-4.4%

	Average
	-31.16%
	-22.58%
	-20.96%


Table 20 shows the results when all pictures of the reference layers can be used for ILP.

Table 20. 3GP-DASH IRAP aligned simulation results (option 1)
	IRAP Aligned
	SHVC vs. Simulcast

	
	deltaQP
	Y
	U
	V

	Kimono
	0
	-30.0%
	-21.4%
	-18.7%

	ParkScene
	0
	-19.5%
	-14.7%
	-14.0%

	Cactus
	0
	-23.8%
	-18.1%
	-9.7%

	BasketballDrive
	0
	-27.5%
	-11.4%
	-13.7%

	BQTerrace
	0
	-15.9%
	8.4%
	17.1%

	Average
	-23.34%
	-11.44%
	-7.80%

	Kimono
	2
	-41.5%
	-32.7%
	-30.0%

	ParkScene
	2
	-27.7%
	-23.0%
	-22.7%

	Cactus
	2
	-32.1%
	-27.6%
	-22.9%

	BasketballDrive
	2
	-36.6%
	-24.2%
	-25.5%

	BQTerrace
	2
	-21.8%
	-7.6%
	-4.0%

	Average
	-31.94%
	-23.02%
	-21.02%


9.2.3.2 Results for non-aligned IRAP pictures case

BD-rate results for cross-layer RAP aligned cases are presented in Table 21 to Table 24.

The overall BD-rate decrease of SHVC comparing to simulcast is between 18.56% and 32.20% depending on the deltaQP value and number of temporal sub-layers to be used for inter-layer prediction. The max gain can be up to 41.2%.

Table 21. 3GP-DASH IRAP non-aligned simulation results (option 2)
	IRAP Non-Aligned
	SHVC vs. Simulcast

	
	deltaQP
	Y
	U
	V

	Kimono
	0
	-24.9%
	-18.7%
	-19.3%

	ParkScene
	0
	-18.3%
	-15.1%
	-15.1%

	Cactus
	0
	-19.0%
	-14.6%
	-11.2%

	BasketballDrive
	0
	-16.6%
	-10.7%
	-13.3%

	BQTerrace
	0
	-14.0%
	-0.4%
	9.4%

	Average
	-18.56%
	-11.90%
	-9.90%

	Kimono
	2
	-31.6%
	-26.3%
	-26.9%

	ParkScene
	2
	-25.1%
	-22.4%
	-22.5%

	Cactus
	2
	-25.0%
	-21.8%
	-19.2%

	BasketballDrive
	2
	-21.8%
	-16.8%
	-19.4%

	BQTerrace
	2
	-20.1%
	-10.5%
	-5.4%

	Average
	-24.72%
	-19.56%
	-18.68%


Table 22. 3GP-DASH IRAP non-aligned simulation results (option 3)
	IRAP Non-Aligned
	SHVC vs. Simulcast

	
	deltaQP
	Y
	U
	V

	Kimono
	0
	-28.3%
	-20.8%
	-20.2%

	ParkScene
	0
	-19.6%
	-15.3%
	-15.0%

	Cactus
	0
	-22.0%
	-16.9%
	-11.4%

	BasketballDrive
	0
	-21.0%
	-11.9%
	-14.6%

	BQTerrace
	0
	-15.4%
	3.3%
	13.5%

	Average
	-21.26%
	-12.32%
	-9.54%

	Kimono
	2
	-36.6%
	-28.4%
	-27.3%

	ParkScene
	2
	-27.0%
	-22.4%
	-22.3%

	Cactus
	2
	-28.9%
	-24.6%
	-20.9%

	BasketballDrive
	2
	-27.8%
	-19.7%
	-22.1%

	BQTerrace
	2
	-21.7%
	-9.1%
	-5.2%

	Average
	-28.40%
	-20.84%
	-19.56%


Table 23. 3GP-DASH IRAP non-aligned simulation results (option 4)
	IRAP Non-Aligned
	SHVC vs. Simulcast

	
	deltaQP
	Y
	U
	V

	Kimono
	0
	-30.4%
	-22.0%
	-20.2%

	ParkScene
	0
	-20.5%
	-15.4%
	-14.7%

	Cactus
	0
	-24.2%
	-18.8%
	-11.4%

	BasketballDrive
	0
	-25.8%
	-13.0%
	-15.7%

	BQTerrace
	0
	-16.4%
	6.6%
	15.5%

	Average
	-23.46%
	-12.52%
	-9.30%

	Kimono
	2
	-40.4%
	-30.7%
	-28.5%

	ParkScene
	2
	-28.4%
	-22.9%
	-22.6%

	Cactus
	2
	-31.8%
	-27.1%
	-22.8%

	BasketballDrive
	2
	-34.0%
	-22.8%
	-24.9%

	BQTerrace
	2
	-22.8%
	-8.4%
	-5.4%

	Average
	-31.48%
	-22.38%
	-20.84%


Table 24. 3GP-DASH IRAP non-aligned simulation results (option 1)
	IRAP Non-Aligned
	SHVC vs. Simulcast

	
	deltaQP
	Y
	U
	V

	Kimono
	0
	-30.0%
	-20.7%
	-17.9%

	ParkScene
	0
	-20.3%
	-15.1%
	-14.4%

	Cactus
	0
	-24.1%
	-18.3%
	-9.7%

	BasketballDrive
	0
	-27.3%
	-10.7%
	-12.9%

	BQTerrace
	0
	-16.4%
	8.2%
	17.0%

	Average
	-23.62%
	-11.32%
	-7.58%

	Kimono
	2
	-41.2%
	-31.5%
	-28.6%

	ParkScene
	2
	-28.4%
	-23.0%
	-22.6%

	Cactus
	2
	-32.5%
	-27.6%
	-22.9%

	BasketballDrive
	2
	-36.4%
	-23.5%
	-24.7%

	BQTerrace
	2
	-22.5%
	-7.9%
	-4.9%

	Average
	-32.20%
	-22.70%
	-20.74%


10
Conclusions
Annex A:
Change history
	Change history

	Date
	TSG #
	TSG Doc.
	CR
	Rev
	Subject/Comment
	Old
	New

	2015-01
	SA4#82
	S4-150028
	
	
	Initial version, including basically just the template and placeholder sections
	n/a
	v0.0.1

	2015-01
	SA4#82
	S4-150146
	
	
	Agreements during SA4#82
	v0.0.1
	v0.1.0

	2015-04
	SA4#83
	S4-150518
	
	
	Agreements during SA4#83
	v0.1.0
	v0.2.0



_1343759317.doc
[image: image1.jpg]K oy







_1489832095.vsd
2


0


1


6


3


4


5


7


8


GOP


Temporal sub-layer 0


Temporal sub-layer 3


Temporal sub-layer 1


Temporal sub-layer 2



