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1. Introduction

In SA4#84, some potential use cases were proposed for multi-stream audio. We review these use cases and provide a more general view including centralized vs. distributed spatial audio mixing.

2. Review of use cases previously proposed for MMCMH
Several use cases were proposed in S4-150360:

· Use case 1: virtual participant panning with mixing at the rendering device

The conference bridge is assumed to relay RTP packets with no specific processing.

To get a complete picture, we propose to add the alternative scenario where the conference bridge is either configured as a mixing bridge performing the spatial mixing or as a replicating bridge (or media relay); in the latter case, the bridge may selectively relay RTP packets from different participants, i.e. detect which streams need to be relayed.
· Use case 2:  Cascaded JBMs in bridge in UE vs JBM only in UE - here 'personalized speaker-location aware HRTFs' are also addressed
It is stated in S4-150360 that the cascaded case increases the end to end delay and may complicate audio/video synchronization. To be fair one may also identify benefits in the centralized approach. For instance, it is important to consider a realistic scenario with heterogeneous codec support or an interconnection to non-MTSI UEs, e.g. with UEs connected through PSTN, CS or general Internet. The conference service will involve a MGW  which may be co-located with the conference bridge.
· Use case 3: audio spatialization with head tracking in the UE - here 'personalized speaker-location aware HRTFs' are also addressed
The head tracking information is used to rotate the sound field. One may note that such information can also be used by a conference bridge,.Indeed, head tracking should also be possible in the server-based approach (e.g. this can be used in some online video game servers providing enough interactivity for gamers).
· Use case 4: 3-way conferencing with no conference bridge
In this case UEs send the same stream to the N-1 other participants. Since there is no bridge involved, no comments are provided.
It can be observed that the use case put the emphasis on UE-based mixing. Since UEs are assumed to perform spatial audio mixing based on multiple streams the bit rate impacts are also discussed in S4-150360; with DTX activated ,average downlink codec bit rates and overall network usage were provided, depending on the number of active talkers (one or two).
Several aspects were not covered in S4-150360: complexity burden at the UE side for multistream audio, handling of heterogeneous devices/codecs in services such as a G.711 or G.722 mono terminal connected through an access gateway (in this case this UE will not receive a spatial mix but other capable participants may get the voice of this participant rendered in 3D).

There are also other aspects that could be taken into account, such as problems of interactivity in case of noisy environments. For instance, several noisy participants could unintentionally disturb or take the priority over other participants wishing to talk and solutions may depend on the assumed service implementation (server-based or UE-based mixing, etc.).

3. Proposal

We propose to include in the MMCMH permanent document a more comprehensive analysis of multi-stream audio for conversational services, including centralized cases where a conference bridge is used either as mixing bridge or as media relay. 
A high-level comparison of server-based and UE-based spatial mixing is provided in the Table below, with a list of pros and cons. This table is brought here to explain that the both server-based and UE-based should be considered in MMCMH, however this does not necessarily needs to be included in the associated permanent document.
	
	Server-based spatial mixing
	UE-based spatial mixing

	Pros
	- Reduced traffic for media transport

- Bridge that may act as a gateway supporting many codecs and handling heterogenous terminals (incl. PSTN) 
- Possibility to use head-tracking in UE in case of scene-based (e.g. HOA) format transmission
	- No tandeming, lower delay

- Possibility to use head-tracking for spatial rendering in UE
- Audio-video synchronization done in the end point if video media is used

	Cons 
	- Tandem encoding

- Extra delay due to codec processing and jitter buffer (VoIP)

- Scalable complexity in MCU (decoding, mixing, re-encoding)
	- High network cost, if the bridge has no adaptive selection of streams and DTX is off 

- High complexity in terminal for decoding multiple media flows

- Heterogenous terminals require a transcoding gateway in addition to the media server


We propose to slightly edit the use case included in the MMCMH permanent document (S4-150583) as shown in Annex). Note that figures could not be edited and they may require some minor adjustment to include flexibility for the server-based alternative.
Annex: excerpt from S4-150583 with change marks

5.5 MMCMH Audio Use Case 1: Multi-stream Audio Steering or Panning

Figure 6 shows an example use case where the audio from conference participants are directed or steered such that it appears that the participants A, B, and C are spatially distributed in a particular configuration. Head-related transfer function (HRTF) tools can be used to perform audio panning at the rendering device. Audio panning may reduce the fatigue to the participant D where the simultaneous talking of e.g., participant A and C is easily distinguished through spatial steering of audio. Audio panning may also enable the conference bridge or rendering device to choose to naturally vary the audio levels of participants before HRTF mixing. For example, participant D may prefer to give more importance to participant A’s audio relative to participants B and C and selectively adjust the mixing gains in the HRTF functions or on the mono signal - again this adjustment can be done in the conference bridge or the rendering device. In one example, the participant D or the conference bridge may completely mute all participants except participant A during multiple active talkers. This achieves the same functionality as in MMCMH Audio Use Case 4 without requiring use of a conference bridge. Further, participant D may also signal to the conference focus to manage the bit rate and audio bandwidth SDP negotiations based on talker preferences and depending on the rendering device capabilities.

Figure 7 shows a block diagram with decoded audio streams of talkers A, B, and C processed using the HRTFs as implemented either in the conference bridge or the UE. The HRTFs may be precomputed based on a preferred virtual speaker location assignment. For example, the HRTF_A function may steer spatially the talker A’s audio stream to be perceived to arrive from the left side (e.g., as shown in Figure 1). Similarly, HRTF_B and HRTF_C steer the talker B’s and talker C’s audio spatially to arrive as shown in Figure 6. Another example is to spatially separate talkers having similar voice in order to avoid confusion  The HRTFs may also include gain control to emphasize a preferred talker relative to others.
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Figure 6 Audio panning of participants A, B, and C and rendering to participant D.
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Figure 7 Multistream audio from participants A, B, and C are mixed at the rendering device of participant D using personalized HRTFs.

Editors’note: The question of quality needs to be addressed by opening this topic in the SQ SWG.
5.6 MMCMH Audio Use case 2: De-jitter Buffer Handling at the Conference Bridge and at the Rendering Device (UE)

Figure 3 shows a block diagram where multiple audio stream RTP packets are received at the conference bridge. The conference bridge must be equipped with multiple de-jitter buffers to handle the multiple RTP audio packets and send in a sequential order (e.g., based on RTP_A, RTP_B, and RTP_C packet timestamps) for decoding and subsequent mixing and re-encoding. The conference may also act as a gateway by supporting multiple codecs.

In the centralized case with a mixing bridge, at the rendering UE the received mixed audio is decoded and played out. Audio mixing at the conference bridge may contribute to increased JBM delay along with transcoding delays. In addition, the JBM design at both the conference focus and at the rendering device must meet the 26.114 delay requirements.

Furthermore, as described in MMCMH video use cases, if the multiple streams of video are not transcoded, while the audio is mixed/transcoded as per Figure 8 at the conference bridge, the aforementioned delay adjustment between the video and audio streams may become a challenging problem. In such case, the logic for JBM and transcoding delay compensation for Audio and Video stream synchronization should be performed both at the conference bridge and at the rendering device. On the other hand, if both video and audio streams are transcoded at the conference bridge, then the principles of 3GPP TS 24.147 are followed.

Figure 9 shows a block diagram where multiple audio stream RTP packets are received at the rendering device with timestamps unchanged by the conference bridge. Note that a selected subset of streams may be kept by the conference bridge. Packets are exposed to de-jitter buffer delays only once at the receiving UE.  This is in contrast to the scenario in Figure 8, where packets from a single stream are exposed to de-jitter buffer delays twice – once at the conference bridge, and once in the receiving UE. 
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Figure 8 De-jitter buffer control at the conference focus and at the rendering device
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Figure 9 De-jitter buffer control at the rendering device with multiple audio streams

Editors’note: The question of quality needs to be addressed by opening this topic in the SQ SWG.
5.7 MMCMH Audio Use case 3: Audio spatialization based on head-tracking

Figure 10 shows an example use case where the audio from conference participants are steered based on the head tracking tools either at the conference bridge or at the rendering device. The head-tracking information, for example, can be integrated into the HRTF functions to rotate the sound field as shown in Figure 11. While UE mixing allows direct access to the head tracking information, the case of spatial mixing in the conference bridge requires some extra signaling.
As shown in Figure 11, for audio spatialization, the head-tracking information can be taken into account along with the individual talkers seating location. 
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Figure 10  Multistream audio from participants A, B, and C are mixed at the conference bridge or the rendering device of participant D using (personalized or not) HRTFs and using the head-tracking information.
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Figure 11 Audio spatialization of participants A, B, and C and rendering to participant D based on head-tracking information.

Editors’note: The question of quality needs to be addressed by opening this topic in the SQ SWG.
6 MMCMH Audio Use case 4:  Mixing at the Rendering Device with Full Mesh Topology

Figure 12 shows an example use case where there are three conference participants whose multiple audio streams and signalling are handled without a central Conference Bridge. 
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Figure 12. Multi-stream audio handling based on multicast IP session and audio routed to rendering devices and audio mixing performed at the UEs.
Editors’note: The question of quality needs to be addressed by opening this topic in the SQ SWG.
�make figure more general to include the server-based approach


�make figure more general to include the server-based approach


�make figure more general to include the server-based approach
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