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1 Introduction on ETSI Mobile-Edge Computing ISG
Mobile-edge Computing provides IT and cloud-computing capabilities within the Radio Access Network (RAN) in close proximity to mobile subscribers. Located at the base station or at the Radio Network Controller (RNC), it also allows access to real-time radio and network information (such as subscriber location, cell load, etc.) as well as ultra-low latency and high-bandwidth connections that can be exploited by multimedia applications and content services to offer context-related services with high degree of responsiveness; these services are capable of differentiating the mobile broadband experience delivering better performance. The customer’s experience can be proactively maintained through efficient network and service operations, based on insight into the radio and network conditions. Operators can open the radio network edge to third-party partners, allowing them to rapidly deploy innovative applications and services towards mobile subscribers, enterprises and other vertical segments. Proximity, context, agility and speed can be translated into value and can be exploited by mobile operators, service and content providers.

Mobile-edge Computing provides a highly distributed computing environment that can be used to deploy applications and services as well as to store and process content in close proximity to mobile users. It is characterized by:

· Lower latency and enhanced user experience: As Edge services run close to end devices it considerably reduces latency and delivers better quality of service. This can be exploited to react faster, to improve user experience, or to minimize congestion in other parts of the network.

· Location awareness: When a Network Edge is part of a wireless network, whether it is Wi-Fi or Cellular, a local service can leverage low-level signaling information to determine the location of each connected device. This gives birth to an entire family of use cases, including Location Based Services, Analytics, and many more. 

· Network context information: Real-time network data (such as radio conditions, network statistics, etc.) can be exploited by applications and services to offer context-related services that can differentiate the mobile broadband experience. New applications can be developed (which will benefit from this real-time network data) to connect mobile subscribers with local points-of-interest, businesses and events.

To this end, a new Industry Specification Group (ISG) was established by ETSI on Mobile-Edge Computing (MEC) to create a standardized, open environment to allow the efficient and seamless integration of such edge applications across multi-vendor Mobile-edge Computing platforms [1]-[2]. This will also ensure that the vast majority of the customers of a mobile operator can be served. Further detail on the ETSI MEC activity can be found in the attached whitepaper and presentation. 

2 ETSI MEC Use Cases from [1]
Use Case1: Active Device Location Tracking
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Figure 1: Example of active device location tracking

Figure 1 shows and example of the active device location tracking use case. This use case enables real-time, network measurement based tracking of active (GPS independent and network determined) user equipments, using ‘best-in-class’ third-party geo-location algorithms within a geo-location application hosted on the MEC server.

This provides an efficient and scalable solution with local measurement processing and event based triggers. It enables location based services for enterprises and consumers, for example in venues, retail locations and traditional coverage areas where GPS coverage is not available.

Services may include mobile advertising, ‘Smart City’, footfall analysis, employee tracking, campus management, etc.
Use case2: Augmented Reality Content Delivery

[image: image2.png]High Bandwidth,

Low Latency
Content Delivery
—_________________1 Content
' Server
I
AR Data (IR o/ Central
B Cache [l =) -
I
I
I
I

__________________ ' Core Network





Figure 2: Example of augmented reality content delivery

An Augmented Reality (AR) application on a smart-phone or tablet overlays augmented reality content onto objects viewed on the device camera (as displayed in Figure 2). Applications on the MEC server can provide local object tracking and local AR content caching.

The solution minimizes round trip time and maximizes throughput for optimum quality of experience. It can be used to offer consumer or enterprise propositions, such as tourist information, sporting event information, advertisements etc.

Use Case 3: Video Analytics and Surveillance
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Figure 3: Example of video analytics and surveillance

Figure 3 shows a distributed video analytics solution which provides an efficient and scalable mobile video surveillance solution for LTE.

The video management application transcodes and stores captured video streams from cameras received on the LTE uplink. The video analytics application processes the video data to detect and notify specific configurable events e.g.  facial recognition, ‘trip wire’, ‘abandoned luggage’, etc. The application sends low bandwidth video metadata to the central operations and management server for database searches.

Use Case 4: RAN-aware Content Optimization
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Figure 4: Example of RAN-aware content optimization

In this use case, the application exposes accurate cell and subscriber radio interface information (cell load, link quality) to the content optimizer, enabling dynamic content optimization, improving QoE, network efficiency and enabling new service and revenue opportunities. Dynamic content optimization enhances video delivery through reduced stalling, reduced time-to-start and ‘best’ video quality. 

Figure 4 displays an example of RAN-aware content optimization. 

The concept also enables enhanced use cases such as promoted content delivery and subscriber throughput boosting.

Use Case 5: Distributed Content and DNS Caching
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Figure 5: Example of distributed content and DNS caching

A distributed caching technology (as shown in Figure 5) can provide backhaul and transport savings and improved QoE. Content caching has the potential to reduce backhaul capacity requirements by up to 35%a. Local Dynamic Name System (DNS) caching can reduce web page download time by 20%. 

Use Case 6: Application-aware Performance Optimization
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Figure 6: Example of Application-aware performance optimization

Application-aware cell performance optimization for each device in real time can improve network efficiency and customer experience (see Figure 6). It can reduce video stalling and increase browsing throughput. Latency may also be significantly reduced.

The solution can also provide independent metrics on application performance (video stalls, browsing throughput, and latency) for enhanced network management and reporting.

Use Case 7: Mobile Video Delivery Optimization using Throughput Guidance from TCP
Media delivery is nowadays usually done via HTTP streaming which in turn is based on the Transmission Control Protocol (TCP). The behaviour of TCP, which assumes that network congestion is the primary cause for packet loss and high delay, can lead to the inefficient use of a cellular network's resources and degrade application performance and user experience. The root cause for this inefficiency lies in the fact that TCP has difficulty adapting to rapidly varying network conditions. In cellular networks, the bandwidth available for a TCP flow can vary by an order of magnitude within a few seconds due to changes in the underlying radio channel conditions, caused by the movement of devices, as well as changes in system load when other devices enter and leave the network.

In this use case, a radio analytics MEC application, which uses services of MEC, provides a suitably equipped backend video server with a near real-time indication on the throughput estimated to be available at the radio downlink interface in the next time instant. The video server can use this information to assist TCP congestion control decisions. With this additional information, TCP does not need to overload the network when probing for available resources, nor does it need to rely on heuristics to reduce its sending rate after a congestion episode. 
The Throughput Guidance radio analytics MEC application computes throughput guidance based on the required radio network information it obtains from the MEC platform, and uses services of the MEC platform to communicate this information to the video server.

Use Case 8: Local Content Caching at MEC
The fast paced development of smart phones, tablets and other handheld devices along with the success of global web based services has resulted in a significant increase in the use of mobile broadband services. The display and graphic processing technologies have evolved dramatically and high resolution video can be played on the go with handheld devices. Also wide adoption of social media enables quick and efficient sharing of the topics, which start spreading in viral fashion. 

Because of viral spreading, the content is many times consumed at about the same time in the same geographical area. This creates increased pressure to ensure sufficient bandwidth, and usually the capacity in the mobile broadband network becomes a bottleneck.

This problem can be alleviated with caching the content locally, which can provide savings both in the backhaul and in the transport and at the same time improve the QoE of the consumer. Content caching has the potential to reduce the backhaul capacity requirements up to 35 %.
The MEC platform can store the most popular content that is consumed in the geographical area and once requested then provide the content from the local cache. In that case there is no need to transfer the content over core network and therefore significant savings in the backhaul capacity can be achieved. In addition to capacity savings, the download times to receive the content can be greatly reduced.
3 Proposed Work at SA4
We believe that ETSI MEC activity is highly relevant for the 3GPP multimedia services under SA4’s responsibility, including PSS, MBMS and MTSI. Hence, it is proposed to establish a liaison relationship with ETSI MEC ISG and coordinate on the standardization activities.

While a major portion of the existing codec and media handling requirements, media formats and protocols of 3GPP multimedia services can be reused for edge compute usages, there are clearly further optimization opportunities and potential enhancements that SA4 can investigate and communicate with ETSI MEC ISG. Therefore, a second proposal is to study and document such enhancements in SA4 – see the accompanying study item proposal.
It should be noted that there have already been several edge compute usages, and associated requirements, working assumptions and gap analysis considered in SA4, although not in the specific context of mobile-edge computing. For example, during the Improved Support for DASH (IS_DASH) study, various use cases relevant for mobile-edge computing were documented in TR 26.938, e.g., use cases in clause 5.4.2 on proxy cache/switch for DASH service, in clause 6.12 on operator control of video streaming services, in clause 6.13 on DASH operation with network proxy caches and clause 6.14 on services with caching of DASH content at UE functions. However, a comprehensive study that focuses specifically on edge applications and how 3GPP multimedia services can be optimized or enhanced for such usages has not yet been conducted.
It is therefore proposed to conduct a study considering ETSI MEC use cases in the context of 3GPP multimedia services under SA4’s responsibility, including PSS (including DASH), MBMS and MTSI, and identify their relevance to 3GPP multimedia services.
For the ETSI MEC use cases that are identified as relevant to 3GPP multimedia services, it is also proposed to investigate whether these use cases can be fulfilled by the existing functionality in 3GPP multimedia services and conduct gap analysis on the set of features required to fulfill these use cases from the perspective of codec, media handling, format and protocol requirements, and associated client/server interfaces and functionality. 

It is also proposed to collaborate with ETSI MEC and liaise them to obtain further information about their specifications and latest standardization activities, including any newly adopted use cases, requirements and progression of the normative specifications. Any work already done at SA4 and found to be of interest to ETSI MEC can also be shared for informational purposes, e.g., edge compute usages identified for 3GPP DASH in TR 26.938. Any new edge computing usages found relevant to 3GPP can also be communicated to ETSI MEC for their consideration.
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