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1 Introduction
In the last teleconferences, [1] [2], there was quite a lot of discussion on the following:
· Whether there is a need for signaling the minimum supported bandwidth.

· Whether the network should be informed about the outcome of the bandwidth only after the end-to-end negotiation has been completed or whether the network should be involved in the end-to-end negotiation. The difference between these two cases is whether the new bandwidth information is needed in the SDP offer or not.
These items are discussed in this contribution and it is proposed to update the requirements in TR 26.924. Annex A contains proposed updates to the requirements in the TR. Annex B contains proposed updates to the solutions.
2 Signaling the minimum supported bandwidth

2.1 Minimum supported bandwidth for speech

When setting up the session for speech, the minimum supported bandwidth depends on the following factor:

· The minimum encoding bitrate according to the used speech codec; and:

· The maximum allowed frame aggregation for non-redundant frames.
The minimum encoding bitrate is usually given by the codec-specific information. For example, if AMR is defined in the SDP then the mode-set may be defined, e.g. {4.75, 5.9, 7.4, 12.2}. In this case, the minimum encoding bitrate is 4.75 kbps. If the mode-set is not defined then the minimum encoding bitrate is given by the used codec.

However, at least for speech, it is possible to reduce the transport bandwidth quite considerably by using frame aggregation. The drawback with this is that the end-to-end delay increases, which would degrade the conversation quality. To limit the end-to-end delay, TS 26.114 clause 7.4.2 defines a hard upper limit on the frame aggregation for non-redundant frames (max 4). This is discussed in more detail in use cases B, C, D, E and K.
The ‘a=maxptime’ parameter does not describe this limitation. It describes the maximum number of frames that can be included in the RTP packet regardless of whether the frames are redundant or non-redundant.
The differences in bandwidth are show in TR 26.924 Table 6.4.1-2 where one can see that (for example):
· AMR12.2, 1 frame/packet, no redundancy, IPv6 needs 36.8 kbps.

· This would correspond to the maximum desired bandwidth. This may also correspond to the maximum supported bandwidth, depending on whether additional bandwidth is allocated for redundancy or not.

· AMR4.75, 1 frame/packet, no redundancy, IPv6 needs 29.6 kbps.

· This would correspond to the minimum desired bandwidth.

· AMR4.75, 4 frames/packet, no redundancy, IPv6 needs 11.1 kbps.

· This would correspond to the minimum supported bandwidth.

When setting up a session between two MTSI clients the PCC could derive the minimum supported bandwidth from the TS 26.114 specification. However, when interworking with non-3GPP services and clients, there is no way of knowing if those services/clients have the same or different requirements.
This is why there is a need to signal the minimum supported bandwidth for speech.
2.2 Minimum supported bandwidth for video

For video codecs, there is no clear lower bandwidth since the encoding of a video frame can be done with very low bitrate and since one can also choose to encode the video with a very low frame rate. However, if the frame rate becomes too low then the video will be perceived more like a “slide show” than a smooth and fluent video.
There is no codec-specific information in the SDP for video that could be used to derive or control the minimum frame rate to be used in the session.

In use cases F, G, H and I it is described that this lack of information means that the network will not know what bitrate range the clients intend to use when adapting to varying operating conditions. Thereby, the networks will have no information from the clients that they can use to set up GBR and also to know if this rate is sufficiently high to not impact the conversational quality too much.
This is why there is a need to signal the minimum supported bandwidth for video.

2.3 Usage of minimum supported bandwidth in PCC

When PCC receives an SDP including both the minimum desired bandwidth and the minimum supported bandwidth it should first try to set up a bearer where GBR is set according to the minimum desired bandwidth. If this fails, PCC could try to set up a bearer with a bitrate lower than the minimum desired bandwidth, which may or may no be successful. If not successful, the PCC could try an even lower bitrate. However, when the bitrate becomes so low that it becomes less than the minimum supported bandwidth, then there is no meaning in trying to set up the bearer and the session setup could then be aborted.
Since the resource allocation and bearer setup happens when the SDP answer is received this means that a second SDP offer-answer negotiation is needed to align the bandwidth end-to-end.
3 Issues with allowing the new bandwidth information only in the SDP answer
It has been argued that it is sufficient to include the new bandwidth information only in the SDP answer to fulfil the existing proposed requirements.

This may work in some cases, for example when setting up a symmetric session. However, when setting up an asymmetric session, the terminating client does not know what the originating client want to do, except for the information available in the SDP offer.
In some cases, the codec-specific information shows what the originating client wants to do. One such example is shown in use case G where the originating client intends to use the codec to the maximum of the defined codec level. For the sending direction, the originating client intends to send with 384 kbps (excluding IP/UDP/RTP overhead), which is the maximum for H.264 CBP level 1.2. For the receiving direction, the originating client is capable of receiving up to 2.1 Mbps (including IP/UDP/RTP overhead), which is indicated with the b=AS bandwidth modifier. In this case, if the terminating client set its receiving bandwidth to 440 kbps (including IP/UDP/RTP overhead) then the MBR for the originating clients uplink would be aligned with what the client would like to send.
Use case H shows a case where the terminating client does not want to send with the maximum for the indicated codec level (1 Mbps instead of 2 Mbps). Since it is the terminating client that would include the new bandwidth information in the SDP answer it could indicate this by setting the maximum supported or desired bandwidth for the sending direction to 1 Mbps. However, if the originating client would like to send with a lower bitrate than what is indicated with the codec level then it would not be able to indicate this, unless it is allowed to use the new bandwidth information in the SDP offer. Hence, if the originating client would not be allowed to include the new bandwidth information then the terminating client would not know how to set the corresponding bandwidth information in the SDP answer such that it correctly captures what the originating client want to do.
The problem is even worse for the minimum supported and desired bandwidths because for video there is no codec-specific information in the SDPs that would describe these bandwidth properties.
Hence, if it would only be allowed to include the new bandwidth information in the SDP answer then the resource allocation and the bearer setup would only be aligned with what the answering client wants to do, because in many cases it does not know what the originating client wants to do.

Another problem with including the new bandwidth information only in the SDP answer is that the networks would have no way to influence the end-to-end bandwidth negotiation. If the terminating client would propose a bandwidth that the network cannot allow then the network would have to reject this.
The only way to solve these problems is to allow the new bandwidth information to be included also in the SDP offer such that both end-points can know what the other end-points wants to do.
Hence the new bandwidth information elements are needed both for the end-to-end negotiation, between the clients and including the networks in the path, and also for making the networks aware of the outcome of the negotiation.
4 Proposal

It is proposed that the requirements in TR 26.924 should be updated to:
· allow for indicating the minimum supported bandwidth

· allow for using the new bandwidth information also for the end-to-end negotiation, which means that it should be allowed to include this information also in the SDP offer.

The updates needed to the requirements are shown in the Annex A. The updates needed to solutions B-E are shown in Annex B.
It should be noted that there is already an agreed requirement that “The solution should be usable by all networks and end-points.”.

5 References

[1] S4-150632, DRAFT Report from SA4 MTSI SWG conf. call on QoS End-to-end MTSI extensions (QOSE2EMTSI) on May 4, 2015.
[2] S4-150633, DRAFT Report from SA4 MTSI SWG conf. call on QoS End-to-end MTSI extensions (QOSE2EMTSI) on May 12, 2015
[3] S4-150636, TS 26.924 v1.2.1.
Annex A: Proposed updates to requirements.

7.4
Summary of proposed requirements

Proposed requirements:

· It should be possible to negotiate the minimum and maximum supported bandwidths end-to-end, including the end-points and the networks, and to make the networks aware of the minimum and maximum supported bandwidth requirements for the negotiated codec of a media component and for each media direction, as negotiated between the UEs.

NOTE 1:
The maximum supported bandwidth may be used to derive the MBR and/or for policy enforcement. The minimum supported bandwidth may be used to indicate the expected lower bound for the adaptation, e.g. used by MGWs. The b=AS SDP bandwidth modifier in the SDP offer applies to the set of codecs in the SDP offer rather than the negotiated codec.

· It should be possible to negotiate the minimum and maximum desired bandwidths end-to-end, including the end-points and the networks, and to make the networks aware of the minimum and maximum desired bandwidth requirements for the negotiated codec of a media component and for each media direction, as negotiated between the UEs.

NOTE 2:
The minimum desired bandwidth may be used to derive the GBR. The minimum and/or maximum desired bandwidths may be used for the admission control, e.g. to determine how many users can be admitted in order to ensure a certain desired quality level.

· It should be possible for the clients to know what bitrate variations are allowed or how the bitrate average is calculated, e.g. in the policing functions.

Proposed requirements for the design of new SDP attributes:

· New SDP attribute(s) should allow for future extensions.

· New SDP attribute(s) should be backwards compatible with existing attributes and offer/answer negotiation process.

· The existing functionality for resource allocation in legacy networks should not be affected by the introduction of new SDP attributes.

NOTE 3:
Since legacy networks are expected to ignore any new SDP attributes, the UEs cannot assume that all networks in the path use the information included in the new SDP attributes.

Proposed requirements for the solution design:

· The solution should be generic and reusable for all services, media types and codecs.

· The solution should allow configuration in clients and/or network nodes to be able to adapt its usage to different services, media types and codecs.

· The solution should be usable by all networks and end-points.

Annex B: Proposed updates to solutions

8.2
Potential solution B: New bandwidth modifiers

8.2.1
Introduction

This solution describes how the clients can make the networks aware of the negotiated maximum supported bandwidth, the minimum supported bandwidth, the maximum desired bandwidth and the minimum desired bandwidth for each direction by defining new bandwidth modifiers to carry the new bandwidth information.

8.2.2
Description of the solution

8.2.2.1
General solution

The general solution is to add information in the SDPs about the maximum supported bandwidth, minimum supported bandwidth, maximum desired bandwidth and the minimum desired bandwidth, for sending and receiving directions, respectively. The clients would negotiate these bandwidths in the same way as they negotiate other configuration parameters. The networks would use these bandwidths in the session setup and session re-negotiations, both for the admission control and for resource reservation.

8.2.2.2
New bandwidth modifiers

The following new bandwidth modifiers are needed:

· b=AS_max_des_recv:<value> - maximum desired bandwidth in receiving direction

· b=AS_max_des_send:<value> - maximum desired bandwidth in sending direction

· b=AS_min_des_recv:<value> - minimum desired bandwidth in receiving direction

· b=AS_min_des_send:<value> - minimum desired bandwidth in sending direction

· b=AS_max_sup_recv:<value> - maximum supported bandwidth in receiving direction (same as b=AS)

· b=AS_max_sup_send:<value> - maximum supported bandwidth in sending direction

· b=AS_min_sup_recv:<value> - minimum supported bandwidth in receiving direction
· b=AS_min_sup_send:<value> - minimum supported bandwidth in sending direction
The names of the new bandwidth modifiers can of course be changed.

One limitation with defining new bandwidth modifiers is the syntax for bandwidth modifiers defined in SDP [8]:

b=<bwtype>:<bandwidth>

This syntax prevents defining different bandwidths for different RTP payload types, which could be solved by using SDP miscellaneous capability negotiation (SDPMiscCapNeg) [14]. Such a solution is described in Section 8.3.

The bandwidth value is expressed in kbps since this is the default unit for bandwidth modifiers, which is also used for the b=AS value.

8.2.2.3
Session negotiation example

An example of how the new bandwidth modifiers can be used in the session negotiation is shown below. This example is based on Use case E where both AMR-WB and AMR are offered but where AMR is negotiated, see clause 6.6 and Table 6.6.1-1. A difference from Use case E is that the offer allows for using 100% redundancy even when the highest codec mode is used.

[The SDP offer contains several RTP payload types corresponding to different codecs and configurations, where the different configurations have different bandwidth needs. With only one set of new bandwidth modifiers it is not possible to identify the bandwidth needs for each configuration. The originating client therefore has to choose which information to include. In this case, the client chooses to use the most preferred configuration to derive the values for all new bandwidth modifiers. This can be different from the configuration that is used to derive the b=AS value, even though this is not shown in this example. Other ways to determine the new bandwidth information may also be used.]

The new bandwidth modifiers are highlighted with bold font.

Editor’s note: The numerical values in the example need to be checked.

Table 8.2.2.3-1: SDP offer-answer for proposed solution B with new bandwidth modifiers

	SDP offer

	m=audio 49152 RTP/AVP 100 99 98 97

b=AS:73

b=AS_max_des_recv:49

b=AS_max_des_send:49

b=AS_min_des_recv:34

b=AS_min_des_send:34

b=AS_max_sup_recv:73

b=AS_max_sup_send:73

b=AS_min_sup_recv:13
b=AS_min_sup_send:13
a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=rtpmap:99 AMR-WB/16000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=rtpmap:100 AMR-WB/16000/1

a=fmtp:100 mode-change-capability=2; max-red=220; octet-align=1

a=ptime:20

a=maxptime:240

	SDP answer

	m=audio 49152 RTP/AVP 97

b=AS:50

b=AS_max_des_recv:37

b=AS_max_des_send:37

b=AS_min_des_recv:31

b=AS_min_des_send:31

b=AS_max_sup_recv:50

b=AS_max_sup_send:50

b=AS_min_sup_recv:12
b=AS_min_sup_send:12
a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240


The bandwidth value for the b=AS parameter in the SDP offer is derived using existing rules, which in this case means using RTP payload type 99, i.e. AMR-WB, max 23.85 kbps and octet-aligned payload format. No extra bandwidth is allocated for redundancy.

In this case, a symmetric session is assumed. The new bandwidth values are therefore the same for the sending and receiving directions.

The values for new bandwidth modifiers shown in the SDP offer are derived for the most preferred configuration (100), i.e. AMR-WB, 23.85 kbps and bandwidth-efficient payload format:

· b=AS_max_des_recv:49 - AMR-WB 23.85 kbps with no redundancy

· b=AS_max_des_send:49 - AMR-WB 23.85 kbps with no redundancy

· b=AS_min_des_recv:34 - AMR-WB 8.85 kbps with no redundancy 

· b=AS_min_des_send:34 - AMR-WB 8.85 kbps with no redundancy

· b=AS_max_sup_recv:73 - AMR-WB 23.85 kbps with 100% redundancy, note that this is different from the b=AS value

· b=AS_max_sup_send:73 - AMR-WB 23.85 kbps with 100% redundancy

· b=AS_min_sup_recv:13 - AMR-WB 6.60 kbps with no redundancy, 4 frames per packet
· b=AS_min_sup_send:13 - AMR-WB 6.60 kbps with no redundancy, 4 frames per packet
The bandwidth value for the b=AS parameter in the SDP answer is also derived using existing rules, which in this case means using RTP payload type 97, i.e. AMR, max 123.2 kbps and bandwidth-efficient payload format. No extra bandwidth is allocated for redundancy.

The values for new bandwidth modifiers shown in the SDP answer are derived from the selected configuration, i.e. AMR, max 12.2 kbps, bandwidth-efficient payload format:

· b=AS_max_des_recv:37 - AMR 12.2 kbps with no redundancy

· b=AS_max_des_send:37 - AMR 12.2 kbps with no redundancy

· b=AS_min_des_recv:31 - AMR 5.9 kbps with no redundancy 

· b=AS_min_des_send:31 - AMR 5.9 kbps with no redundancy

· b=AS_max_sup_recv:50 - AMR 12.2 kbps with 100% redundancy, note that this is different from the b=AS value

· b=AS_max_sup_send:50 - AMR 12.2 kbps with 100% redundancy

· b=AS_min_sup_recv:12 - AMR 4.75 kbps with no redundancy, 4 frames per packet
· b=AS_min_sup_send:12 - AMR 4.75 kbps with no redundancy, 4 frames per packet
If the originating client accepts the bandwidths proposed by the terminating client then no further SDP offer-answer negotiations are needed, at least not for the reason of negotiating the bandwidths. However, since the terminating client selected a configuration that was not the most preferred by the originating client, it can happen that the originating client is not fully satisfied with the proposed bandwidths shown in the SDP answer. In this case, the originating client would need to send a SIP update to initiate a new SDP offer-answer negotiation.

In the worst case, one may even need several additional offer-answer negotiations to conclude on the configuration to use for the session. This would however increase the session setup time, add load on the SIP bearer and also add load to the SIP servers, which is undesirable.

8.2.2.4
Modifying the bandwidth information in the SDP offer

[Networks in the path need to analyse both the SDP offer and the SDP answer to find the bandwidth information that would be used in the resource allocation. This principle is the same as used already today. The only difference is that the networks would have to extract more bandwidth information. However, since the networks would not need to use a codec-specific algorithm the overall complexity should be roughly the same.

Networks may also modify the new bandwidth information included in the SDP offer as needed. However, networks should not modify the bandwidth information included in the SDP answer when sending it back to the originating client since this information would then not be signalled back to the terminating client. To update the terminating client, the originating client would need to send a SIP UPDATE including the new bandwidth information. However, the originating client does not know if the bandwidth information in the SDP answer came form the terminating client or if the network changed this information, so it does not know that a SIP UPDATE would be needed.

Networks also have the possibility to reject the SDPs if the indicated bandwidths are unreasonable, as can be done already today.]

8.2.2.5
Resource reservation in different networks

Since the bandwidth information is included in the SDPs, all networks in the path would have the same information and can use this instead of proprietary codec-specific algorithms both for the admission control and for resource reservation. Thereby, it is possible to align QoS end-to-end.

It should be noted that this does not prevent using operator policies, even if the operator policies would use different bandwidths than indicated in the SDP offer. However, in this case, it would be beneficial to modify the SDP offer before forwarding it to the next network so that the bandwidth information in the SDP offer is aligned with the selected QoS parameters.

8.2.3
Compliance with proposed requirements

The described proposed solution, including both variants for the signalling in SDP, addresses the proposed requirements to make the networks aware of the bandwidth information elements for each direction for the negotiated codec.

8.2.4
Impact on networks and terminals

Adding new information in SDP means that terminals and networks would need to support the new SDP parameters in order to make the solution useful.

For the networks, the AF (P-CSCF) would need to extract the new information from the SDPs and send it to the PCRF. On the Rx interface, the new information could be carried in transparent AVPs, which means that existing mechanisms can be used and no new mechanisms need to be defined.  The PCRF would then use the new information to set the QoS parameters. The QoS parameters that are used are the same as in the existing specifications. The only difference is the values that the PCEF would use. This means that there is no need to change the PCEF, the RAN or the interfaces to these nodes.

Adding new SDP parameters also gives automatic fallback to the legacy solution whenever the new SDP parameters are not supported. This ensures backwards compatibility as long as the SDP still contains the old information, i.e. the b=AS bandwidth modifier.

8.3
Proposed solution C: New bandwidth modifiers and SDPMiscCapNeg

8.3.1
Introduction

In this solution, the new bandwidth modifiers from solution B are used together with SDP Miscellaneous Capability Negotiation (SDPMiscCapNeg) [14] to be able to identify different bandwidth for different RTP payload types in the SDP offer.

8.3.2
Description of the solution

The new bandwidth modifiers and the new attributes for SDPMiscCapNeg are highlighted with bold font. The new bandwidth modifiers are included here in the same way as shown in solution B. This is to ensure compatibility with clients that don’t support SPDMiscCapNeg, but it may not always be possible to do this.

Editor’s note: The numerical values in the example need to be checked.

Table 8.3.2.3-1: SDP offer-answer for proposed solution C with new bandwidth modifiers

	SDP offer

	a=csup:cap-v0,med-v0,bcap-v0

m=audio 49152 RTP/AVP 100 99 98 97

b=AS:73

b=AS_max_des_recv:49

b=AS_max_des_send:49

b=AS_min_des_recv:34

b=AS_min_des_send:34

b=AS_max_sup_recv:73

b=AS_max_sup_send:73

b=AS_min_sup_recv:13
b=AS_min_sup_send:13
// AMR, bandwidth-efficient

a=bcap:3 AS:50

a=bcap:31 AS_max_des_recv:37

a=bcap:32 AS_max_des_send:37

a=bcap:33 AS_min_des_recv:31

a=bcap:34 AS_min_des_send:31

a=bcap:35 AS_max_sup_recv:50

a=bcap:36 AS_max_sup_send:50

a=bcap:37 AS_min_sup_recv:12
a=bcap:38 AS_min_sup_send:12
a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rmcap:3 AMR/8000/1

a=mfcap:3 mode-change-capability=2; max-red=220

// AMR, octet-aligned

a=bcap:4 AS:50

a=bcap:41 AS_max_des_recv:38

a=bcap:42 AS_max_des_send:38

a=bcap:43 AS_min_des_recv:31

a=bcap:44 AS_min_des_send:31

a=bcap:45 AS_max_sup_recv:50

a=bcap:46 AS_max_sup_send:50

a=bcap:47 AS_min_sup_recv:12
a=bcap:48 AS_min_sup_send:12
a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=rmcap:4 AMR/8000/1

a=mfcap:4 mode-change-capability=2; max-red=220; octet-align=1

// AMR-WB, bandwidth-efficient

a=bcap:1 AS:73

a=bcap:11 AS_max_des_recv:49

a=bcap:12 AS_max_des_send:49

a=bcap:13 AS_min_des_recv:34

a=bcap:14 AS_min_des_send:34

a=bcap:15 AS_max_sup_recv:73

a=bcap:16 AS_max_sup_send:73

a=bcap:17 AS_min_sup_recv:13
a=bcap:18 AS_min_sup_send:13
a=rtpmap:99 AMR-WB/16000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=rmcap:1 AMR-WB/16000/1

a=mfcap:1 mode-change-capability=2; max-red=220

// AMR-WB, octet-aligned

a=bcap:2 AS:74

a=bcap:21 AS_max_des_recv:49

a=bcap:22 AS_max_des_send:49

a=bcap:23 AS_min_des_recv:34

a=bcap:24 AS_min_des_send:34

a=bcap:25 AS_max_sup_recv:74

a=bcap:26 AS_max_sup_send:74

a=bcap:27 AS_min_sup_recv:14
a=bcap:28 AS_min_sup_send:14
a=rtpmap:100 AMR-WB/16000/1

a=fmtp:100 mode-change-capability=2; max-red=220; octet-align=1

a=rmcap:2 AMR-WB/16000/1

a=mfcap:2 mode-change-capability=2; max-red=220; octet-align=1

a=ptime:20

a=maxptime:240

a=pcfg:1 m=1 a=-m b=1,11,12,13,14,15,16,17,18 pt=1:99

a=pcfg:2 m=2 a=-m b=2,21,22,23,24,25,26,27,28 pt=2:100

a=pcfg:3 m=3 a=-m b=3,31,32,33,34,35,36,37,38 pt=3:97

a=pcfg:4 m=4 a=-m b=4,41,42,43,44,45,46,47,48 pt=4:98

	SDP answer

	m=audio 49152 RTP/AVP 97

b=AS:50

b=AS_max_des_recv:37

b=AS_max_des_send:37

b=AS_min_des_recv:31

b=AS_min_des_send:31

b=AS_max_sup_recv:50

b=AS_max_sup_send:50

b=AS_min_sup_recv:12
b=AS_min_sup_send:12
a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240

a=acfg:1 m=1 b=3,31,32,33,34,35,36,37,38 pt=1:97


The new bandwidth information is derived in the same way as done for solution B. 

Editor’s note: Add clauses “Modifying the bandwidth information in the SDP offer” and “Resource reservation in different networks” (as included for solution B).

8.3.3
Compliance with proposed requirements

This solution addresses the same proposed requirements as solution B. In addition, using SDPMiscCapNeg allows for minimizing the number of SDP offer-answer negotiations.

8.3.4
Impact on networks and terminals

The impacts on networks and terminals are the same as for solution B. In additions, networks and terminals need to implement SDPMiscCapNeg, which also mean that they need to implement SDPCapNeg [13] and SDPMediaCapNeg [15].

8.4
Proposed solution D: New attribute for bandwidth information

8.4.1
Introduction

This solution describes how the clients can make the networks aware of the negotiated maximum supported bandwidth, the minimum supported bandwidth, the maximum desired bandwidth and the minimum desired bandwidth for each direction by defining a new attribute to carry the new bandwidth information.

8.4.2
Description of the solution

8.4.2.1
General solution

The general solution is to add information in the SDPs about the maximum supported bandwidth, minimum supported bandwidth, maximum desired bandwidth and the minimum desired bandwidth, for sending and receiving directions, respectively. The clients would negotiate these bandwidths in the same way as they negotiate other configuration parameters. The networks would use these bandwidths in the session setup and session re-negotiations, both for the admission control and for resource reservation.

8.4.2.2
New attribute

The syntax for the new SDP attribute can be defined in several ways. One example is shown below:

a=bw:<pt-list> send=<maxs>,<maxd>,<mind>,<mins>; recv=<maxs>,<maxd>,<mind>,<mins>
Editor’s note: ‘bw’ can be confusing since EVS also use this name. Consider re-naming.

Editor’s note: Details on encoding are FFS.

where:

The attribute can be used either on media level or on session level.

<pt-list> identifies the RTP payload type(s) for which the current bandwidth declaration applies,

· A wild card (‘*’) can be used to make the bandwidth definition apply to all RTP payload types for the given media scope or for the entire session

· pt-list can be a comma-separated list of RTP payload type numbers, i.e. a=bw:96,97,105 ...
· pt-list can also include be a range RTP payload type numbers, i.e. a=bw:96-99 ...
· pt-list can even include a combination of individual RTP payload type number(s) and range(s), i.e. a=bw:96-99,105,107-110 ...
send or recv defines the direction for which the bandwidth declaration applies

<maxs>,<maxd>,<mind>,<mins> is the bandwidth declaration for the given direction, containing the maximum supported bandwidth, maximum desired bandwidth, minimum desired bandwidth and the minimum supported bandwidth.
This is probably the simplest possible syntax to support signalling the bandwidth information identified in this study.

A benefit with defining a new SDP attribute is that the syntax can be defined in whatever way needed. The syntax can also be defined to allow for future extensions, even though this is not shown in the definition above.

8.4.2.3
Session negotiation example

An example of how the new attribute can be used in the session negotiation is shown below. This example is based on Use case E where both AMR-WB and AMR are offered but where AMR is negotiated, see clause 6.6 and Table 6.6.1-1. A difference from Use case E is that the offer allows for using 100% redundancy even when the highest codec mode is used.

The SDP offer contains several RTP payload types corresponding to different codecs and configurations, where the different configurations have different bandwidth needs. With a new attribute it is possible to identify the bandwidth needs for each configuration. 

The new attribute lines are highlighted with bold font.

Editor’s note: The numerical values in the example need to be checked.

Table 8.4.2.3-1: SDP offer-answer for proposed solution D with new bandwidth modifiers

	SDP offer

	m=audio 49152 RTP/AVP 100 99 98 97

b=AS:49

a=bw:97 send=50,37,31,12 recv=50,37,31,12

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=bw:98 send=50,38,31,12 recv=50,38,31,12

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=bw:99 send=73,49,34,13 recv=73,49,34,13

a=rtpmap:99 AMR-WB/16000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=bw:100 send=74,49,34,14 recv=74,49,34,14

a=rtpmap:100 AMR-WB/16000/1

a=fmtp:100 mode-change-capability=2; max-red=220; octet-align=1

a=ptime:20

a=maxptime:240

	SDP answer

	m=audio 49152 RTP/AVP 97

b=AS:37

a=bw:97 send=50,37,31,12 recv=50,37,31,12

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240


Editor’s note: Does the a=bw attribute need to be related to an RTP payload type in the SDP answer? This is FFS.

The new bandwidth information is derived in the same way as done for solution B.

In this case, there is no need to use SDPMiscCapNeg to indicate different bandwidths for different payload types.

8.4.2.5
Modifying the bandwidth information in the SDP offer

Networks in the path have the same possibilities to modify the new bandwidth information as possible with solution C.

8.4.2.6
Resource reservation in different networks

Same as for solution C.

8.4.3
Compliance with proposed requirements

Same as for solution B.

8.4.4
Impact on networks and terminals

Same as for solution B.

8.5
Proposed solution E: New bandwidth modifiers only in SDP answer

8.5.1
Introduction

A variant of proposed solution B is to only include the new bandwidth modifiers in the SDP answer, since this shows what codec and configuration that has been negotiated, but not to include anything new in the SDP offer.

8.5.2
Description of the solution

8.5.2.1
General solution

This solution describes how the answering client can make the networks aware of the maximum supported bandwidth, the minimum supported bandwidth, the maximum desired bandwidth and the minimum desired bandwidth for the negotiated codec and configuration for each direction by defining new bandwidth modifiers to carry the new bandwidth information. The new bandwidth modifiers are only included in the SDP answer.

The reason for including the new bandwidth information only in the SDP answer is that it shows which codec and configuration that has been negotiated.

8.5.2.2
New bandwidth modifiers

Same as for solution B, see clause 8.2.2.2, except that it is only allowed to use the new bandwidth modifiers in the SDP answer.

8.5.2.3
Session negotiation example

The conditions for this example are the same as used for solution B

Editor’s note: The numerical values in the example need to be checked.

Table 8.5.2.3-1: SDP offer-answer for proposed solution E with new bandwidth modifiers only in the SDP answer

	SDP offer

	m=audio 49152 RTP/AVP 100 99 98 97

b=AS:49

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=rtpmap:99 AMR-WB/16000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=rtpmap:100 AMR-WB/16000/1

a=fmtp:100 mode-change-capability=2; max-red=220; octet-align=1

a=ptime:20

a=maxptime:240

	SDP answer

	m=audio 49152 RTP/AVP 97

b=AS:37 

b=AS_max_des_recv:37

b=AS_max_des_send:37

b=AS_min_des_recv:31

b=AS_min_des_send:31

b=AS_max_sup_recv:50

b=AS_max_sup_send:50

b=AS_min_sup_recv:12
b=AS_min_sup_send:12
a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240


The new bandwidth information is derived in the same way as done for solution B but only for the codec and configuration included in the SDP answer.

8.5.2.4
Modifying the bandwidth information in the SDP offer

Since the SDP offer does not include the new bandwidth information it becomes impossible for the networks to modify this information.

If the bandwidths defined by the terminating client are not acceptable for the networks, the networks would have to reject the SDP answer and send a new SDP offer to the terminating client. Since this solution does not allow for including the new bandwidth information in the SDP offer, not in the new SDP offer sent from the network to the terminating client, it becomes impossible for the network to propose bandwidths that it would accept. Thereby, the terminating client will not know which bandwidths that would be accepted so it would have to guess and send a new SDP answer. It will likely take several SDP offer-answer negotiations between the network and the terminating client before the terminating client has found bandwidths that the network would accept.

This process would be repeated for each network that does not accept the proposed bandwidths.

When all networks in the path have accepted the proposed bandwidths, the SDP answer would finally be sent to the originating client. If the originating client finds the proposed bandwidths unacceptable then the same trail-and-error procedure would repeat again, this time between the clients.
8.5.2.5
Resource reservation in different networks

Once the bandwidths have been agreed, the resource reservation happens in the same way as for solution B. However, as described above, this solution can give extensive SDP offer-answer re-negotiations, first between the terminating network and the terminating client, then between intermediate network(s) in the path and the terminating client, then between the originating network and the terminating client and then finally between the originating client and the terminating client.

This means that resource reservation may happen in the terminating network before the originating network, intermediate network(s) and the originating client has agreed to the proposed bandwidths. For each new SDP offer-answer negotiation, the terminating network will likely perform a new resource reservation and also a new bearer modification when receiving a new SDP answer from the terminating client. This will increase the signalling traffic in the networks, especially in the terminating IMS network and the terminating RAN.
8.5.3
Compliance with proposed requirements

This solution fulfils the requirements on making the networks aware of the minimum/maximum supported/desired bandwidths for the negotiated media and codecs. However, it does not fulfil the requirements on allowing the bandwidth properties to be a part of the negotiation process.
8.5.4
Impact on networks and terminals

The implementation impacts on networks and terminals are the virtually same as for solution B. 

However, since one cannot include the new bandwidth information in the SDP offer(s), the networks and the originating client would have to send new SDP offer(s) as long as the bandwidths proposed by the terminating client are not accepted. This can be expected to generate lots of SIP traffic before the clients and the networks have agreed on what bandwidths to use, which would increase the session setup time and also the load on the SIP bearers and the SIP servers. As described above, it will likely also create lots of signalling traffic and bearer modifications in the terminating RAN, at least if the originating network or the originating client does not accept the bandwidths.
Since the originating client cannot use the new bandwidth modifiers there are cases when it becomes impossible to know what bandwidth requirements this client has. These cases are:

-
When the originating client wants to allocate extra bandwidth to allow for send media with redundancy even for those cases when the bitrate cannot be reduced sufficiently to create room for this redundancy. This is because the originating client is not allowed to indicate the maximum supported bandwidth in the sending and receiving direction.
-
If the originating client wants to send video without redundancy but with a bitrate that does not match the declared codec level. This is because the originating client is not allowed to indicate the maximum desired bandwidth in the sending direction.
-
All cases when the originating client wants to have a certain quality level (GBR) for video in UL and/or DL. This is because the originating client is not allowed to indicate the minimum desired bandwidths for both the sending and receiving directions.

-
All cases when the originating client wants to ensure that GBR is not set too low to be unusable for the service. This is because the originating client is not allowed to indicate the minimum supported bandwidths for both the sending and receiving directions.
Furthermore, this solution can only be used when the SPD offer-answer procedure is used. Hence, this is not a generic solution.
