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1 Introduction
Media handling of IMS communication services like voice and video over LTE are based on 3GPP SA4 TS 26.114 [1].  Multimedia Telephony Service over IMS, MTSI, has a wide device reach. MTSI clients can connect to conferencing IMS communication services. In the MMCMH Work Item [2], it is proposed to specify an increment to MTSI client specifications to enable a mass market multiparty communication service with excellent multiparty user experience and media quality. Such Operator communication service evolution would match proprietary communication services in quality with excellent efficiency and device reach.
This (for now skeleton) document intends to capture ongoing work and discussions in the Work Item by describing a set of use cases with corresponding problem descriptions and tentative solutions. When the Work Item has agreed on a tentative solution, it will be described in formal CR to TS 26.114, and if necessary in liaisons to other groups.
2 Work Item Objectives

The Work Item Description objectives are repeated here, with the purpose to ease reference (by adding labels) and verify that all objectives are covered within the document.

A. Multi-stream video support.
B. Support for at least 2 video contents; one main and one presentation.
C. Addition of stereo audio support (enabling dual-mono and stereo codecs), in particular for receiving direction for better multiparty experience.
D. Applicability to both mobile and fixed access.
E. Provisioning of Talker ID.
F. Compatibility with MTSI TS 26.114 and GSMA IR.94 (Video over LTE) and IR.92 (VoLTE) are required. Communication with the relevant GSMA working group will therefore be necessary.
G. Alignment with IETF is desirable.

Editor’s note: This list needs to be updated when the new WID has been approved by SA plenary.
3 Media Handling in Current 3GPP Conferencing

The current 3GPP specifications mentioning conferencing or group communication is mainly focusing on (SIP) signalling aspects, and there is very little on media handling aspects. Those specifications include (list not intended to be exhaustive) [3], [4], [5], [6], [7], [8], [9], and [10].
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Figure 1 Existing Conference Architecture Example


This briefly summarizes a few things regarding IMS conferences that are already specified, and that have an impact on media handling:

· A centralized conference with the MRFP as conference focus is assumed [3], where media handling is not explicitly described:
· MRFP is assumed to be an RTP “mixer” in IETF RFC 3550 [16] sense:
· One possible implicit assumption is that the conference focus always transcodes (decodes, mixes, and re-encodes) media individually towards every participant.
· Another possibility is to switch the video RTP stream untouched from one participant to another, and possibly to all other participants.
· It is not described which video stream the MRFP should distribute to the different participants:
· One possible and reasonable assumption is that the from some “active speaker” is distributed to other participants, which would require some “active speaker” decision in the MRFP that in turn could be based on speech activity analysis of the audio streams from every participant.
· If “active speaker” is distributed, it is common on the market to not distribute media from that “active speaker” to itself, but rather the previous “active speaker” (as depicted in Figure 1 above).
· Another possible assumption is that all, or at least most, participant videos are re-sized, composed, and transcoded into a checkerboard layout.
· A third possible assumption is that some type of floor control, e.g. based on Binary Floor Control Protocol (BFCP) [3]

 REF _Ref410137286 \n \h 
[15], is used, where the usage details in that case are so far left unspecified.
· When MRFP is not transcoding, when changing from forwarding one participant’s video to another participant’s video, and since encoded video typically makes use of temporal redundancy, this change can only be made at a point in the video stream that does not depend on any previous part of that video stream – a so called “intra” picture. When deciding to make a change of forwarded video, the MRFP can trigger the UE to send such intra picture by issuing an RTCP CCM FIR command to the UE, as described in RFC 5104 [20], and make the actual switch only when that intra picture arrives to the MRFP. Timing, reliability and bandwidth aspects of FIR transmission is described in RFC 5104. A MTSI UE is already required to support and react on FIR.
· SIP conference call control includes three allowed options [3]

 REF _Ref410139993 \n \h 
[8]:

· Each participating UE calls in to conference (SIP INVITE).
· The originating UE calls in to conference and requests it to call out to other participants (SIP INVITE with recipient list).
· A UE has an ongoing point-to-point or three-party call that is moved into a conference (SIP REFER).
· MRFP always includes “isFocus” tag in its SIP signalling [3] (regardless if it is a SIP request or response), which lets the UE know that it is signalling with a conference and not another UE.
· The conference may optionally make use of explicit floor control through Binary Floor Control Protocol (BFCP)[3][15]:
· The use of a floor control protocol allows explicitly, and even manually, controlling which participant’s video is distributed to others by the MRFP.
· The use of this “application” media stream is negotiated through SDP [16].
· TCP transport of BFCP is assumed, possibly because this was until fairly recently the only specified transport in IETF, but many BFCP implementations on the market instead use UDP in a straightforward way, and there is well progressed work in IETF to describe this in an update to the BFCP RFC [17].
4 Use Cases

This section contains proposed multimedia group communication use cases that makes use of and motivates the Work Item objectives.
4.1 Use Case 1: Transcoding Free Continuous Presence
4.1.1 Use Case Description
 When calling in to a group video call, the user is able to see video from more than a single one of the other participants in the call, which is commonly referred to as “continuous presence”. This is typically desirable in a group communication for a user to be able to see the reactions of more than a single participant.
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Figure 2 Continuous Presence Example

In contrast, when receiving video from one participant at a time, several different approaches to choose that single participant are possible, subject to implementation in the conference focus. It may be that the active speaker is chosen, based on conference focus analysis of some (unspecified) voice activity measure of all participants. It may be based on a chair person’s explicit and manual control of the conference focus, typically requiring a floor control protocol, such as for example BFCP, [15]. It can also be based on other approaches, such as for example an automatic, timed round-robin among all participants.

The participant layout or the number of participants simultaneously visible in a continuous presence layout is neither specified nor specifically restricted in this use case. An implementation will however always be limited, either by the receiving UE capability, or by group call network resources. Examples of receiving UE capability limitations are available display size, and decoding resources. Examples of network resource limitations are network bandwidth and conference focus processing capacity. Different UE implementations may typically have different amounts of limitation, and a solution could possibly accommodate that by letting the conference focus adapt the layout to individual UE.

If the chosen layout is able to fit all participants in the group communication, no further action has to be taken. However, when the number of group participants is larger than the number of participants in the chosen layout, those participants have to be selected somehow, just as for the single video layout described above. The selection of participants to include in such continuous presence layout can be based on the same principles as for the single video case. For example, if a voice activity approach is used, the N currently most active speakers can be chosen. In that case, it is often desirable that the current active speaker is highlighted in some way, for example by using a larger video image size.

Typically, a separate composed video layout has to be created for each receiver, since it is often not desirable to show the receiving user as part of such composition. Specifically, the currently active speaker should also be shown something else than itself in active speaker position, for example the previously active speaker. If it is desirable to show a self-view video, this is much more efficient to solve locally in the sending UE, since that video then neither has to occupy any composition resources in the conference focus nor any downlink bandwidth. A video layout is possible to re-use in group communications where the total number of participants is at least two more than the number of participants included in the video layout.

The receiving user should ideally be able to impact the received layout, but it may also be decided by some policy implemented in the UE application, in the conference focus, or some combination.
4.1.2 Problem Description
Assuming that a UE can receive only a single video stream, creation of the composed “continuous presence” picture has to happen elsewhere, typically in the conference focus media handling part. Such composition requires decoding of video from all of the participants to be composed, re-sizing them to fit the layout, composing the layout in the decoded pixel domain, and re-encoding the resulting video. This transcoding operation introduces increased end-to-end delay and decreases video quality, similar to what is described in [11] (although that document focuses on transcoding between different video codecs). It also requires a significant amount of transcoding and video composition resources in the conference focus, per group video communication participant.

To summarize, the problem with this approach to continuous presence is threefold:

1. Increased end-to-end delay

2. Decreased video quality

3. Increased amount of resources in the conference focus
Editor’s note: The increased bandwidth with respect to multi-stream vs. transcoding is considered in a separate use case in section 4.3.
4.1.3 Proposed Solution
The suggested solution is instead using local video composition of decoded video in the receiving UE, meaning that it receives and independently decodes all of the video streams to be used for composition. The conference focus is then neither composing any continuous presence image nor transcoding it, but just forwarding video streams from the sending participants to appropriate receivers.

The composition can be part of the normal video display process and does not introduce any noticeable extra video delay. In addition, the video composition process is also under full control of the receiving UE, and leaves significant freedom to the local graphical user interface (GUI) to layout the different videos, and can easily (but optionally) allow the user of the receiving UE to impact such layout, without or with minimal changes to the conference focus or received video streams.
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Figure 3 Transcoding-free Multi-stream Continuous Presence Example
If the receiving UE is able to express capability for maximum number of received video streams and also their corresponding “sizes”, it is fairly easy to use that information to construct meaningful local video layouts. For example, assuming that the conference focus uses voice activity detection for the group communication participants, and further assuming it is able to send videos for the N most active speakers, where the current active speaker is provided in normal resolution while the rest (N-1) is provided in low resolution (“thumbnails”). A conference focus having this information per connected UE can easily choose which, and which number of participant videos to forward to a specific UE.

To support that the active speaker is shown in normal size on receiving UE while thumbnails are smaller, the conference focus needs that active speaker to send a normal size video, while the others being shown as thumbnails may send smaller sized videos. To accommodate the previous active speaker to be shown in normal size as active speaker to the current active speaker (instead of itself), the previous active speaker may have to send both a normal sized video (to be forwarded by conference focus to current active speaker), and a small sized video (to be forwarded as thumbnail to other participants). This way of sending multiple, simultaneous representations of the same content is called “simulcast” [12].

This can be accomplished in SDP by letting the active speaker be described by the already present video m-line, and add a set of additional video m-lines (number can be decided by UE capability) to describe the additional (possibly thumbnail) videos. The advantages with this approach are that the number of and details for each additional thumbnail can be negotiated (and also rejected) independently. This approach is also fully in line with existing SDP semantics, where additional m-lines describe media that are sent in addition to and simultaneously with other m-lines (like, for example, the current audio and video m-lines).

When it comes to simulcast (see above), this is slightly different, and there is ongoing work in IETF on this issue. Different (and simultaneous) representations of the same video source should be described by a single m-line (see details in [12]). It is of course possible to express capability for and negotiate the use of simulcast.

Note that the way to implement multi-stream in this scenario does not require any specific video codec type. Any video codec type can be used, as long as the sending and receiving UE use compatible video codecs, described and negotiated by SDP, for example the mandatory TS 26.114 video codec H.264.

4.2 Use Case 2: Screen Sharing
4.2.1 Use Case Description
In a group video communication, it is sometimes desirable for a user to show something else than the video from the camera to the other participants, like a document, image or something else that can be shown on the user’s local screen.

4.2.2 Problem Description
The basic problem is that there is no commonly accepted interchange format to transfer screen content between peers, although several proprietary formats do exist. It is in principle possible to send screen content as regular video, if encoding is adapted to that specific application (like, for example, high resolution and low framerate), but general video coding is usually not optimal for the task.

It is not expected that 3GPP SA4 or the MMCMH Work Item particular could take on a task to define such format

That screen share content should also preferably be treated differently from “normal” video from a participant, such that the conference focus should not change what video to send to others based on voice activity. If it was changed based on voice activity, it would not be possible for another participant to comment on what is shown without having that commenting participant being shown instead of the screen share video. To make this distinction, the conference focus must know this specific status of screen share video.

Typically, it is desirable to let only one participant at a time in a group communication to share its screen, which is then distributed to all other participants. In some scenarios, that can be controlled informally by regular social interaction between participants (for example using meeting audio and video communication), but in other scenarios it is preferable with more formal control by some type of meeting chair.

This problem is thus twofold:

1. The conference focus must be able to distinguish between normal video and screen share to be able to apply another strategy what video to distribute to participants.

2. It should be possible to control that only a single one is sharing at any point in time, as well as who that is, and the needed formalism in this decision can differ.
4.2.3 Proposed Solution
It is noted that current HEVC extensions for screen content coding is in progress in the ISO/MPEG ITU-T JVC group. Thus, if the approach is taken to use video as screen content format, current H.264 or H.265 encoding can be used (possibly with specific encoder settings), at least as an interim solution, subject to normal UE capability negotiation, awaiting a more optimized format, like the ongoing screen content coding.

Thus, with the above assumptions, this use case can in principle be accomplished by functionality in the UE that can take video input from the UE screen instead of (or in addition to) from the camera.

To indicate the special screen share status of a video, it is proposed to adopt the approach taken by already existing equipment, using a separate video m-line in the SDP and label it with the already defined SDP “a=content” attribute [13], with a value of “slides”.

It can be noted that this is the approach taken by GSM Association in IR.39 “High Definition Video Conference (HDVC)” [14].
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It can also be noted that when using a separate SDP (video) m-line for screen share, and if there are sufficient UE processing resources and network bandwidth, it is almost independent of how the real-time video is done, and thus possible to use the screen sharing in combination with the multi-stream use case for continuous presence described above (as indicated by the lower right UE in Figure 3).
4.3 Use Case 3: Bandwidth Handling
4.3.1 Use Case Description

This use case deal with how to control bandwidth for a UE with multistream capability in six different sub-scenarios, which must all be possible to handle and where different behaviour is needed:

a) A non-multistream capable UE calling in to a multistream-capable conference.
b) A multistream capable UE calling in to a multistream-capable conference, where the bandwidth usage desired by the UE application is less than the current network restriction (no effective limit).

c) A multistream capable UE calling in to a multistream-capable conference, where the bandwidth usage desired by the UE application is slightly greater than the current network restriction.

d) A multistream capable UE calling in to a multistream-capable conference, where the bandwidth usage desired by the UE application is significantly greater than the current network restriction (severe restrictions).
e) A multistream capable UE calling point-to-point to another multistream capable UE.

f) A multistream capable UE calling point-to-point to a non-multistream capable UE.
4.3.2 Problem Description

The number of media streams used between the conference and each individual participant UE, or point-to-point between UEs, must not exceed the UE or conference capability, and must thus be possible to decide through regular SDP Offer/Answer procedures.
The maximum amount of bandwidth occupied in total is limited by the available end-to-end bandwidth capacity, which is normally communicated to the UE through PCC procedures in combination with SDP Offer/Answer. This approach must be possible to use also with multiple media streams.
The UE and the conference should each be given some reasonable amount of control over the division of this total PCC-decided total bandwidth among the different media streams, enough to be able to scale the use of multiple media streams with bandwidth availability in a way that makes sense for group video communication applications.
It must be possible to avoid using multistream functionality or additional bandwidth in cases where it is not applicable, for example in some cases when calling point-to-point.
4.3.3 Proposed Solution

This section includes for clarification a set of example SDP fragments. It should be noted that these are not valid or complete SDP examples, but are for brevity and clarity just fragments, highlighting only bandwidth aspects of the SDP offer/answer process that are relevant to the accompanying text, and sometimes also contains clarifying comments (in brackets and italics) that would not be part of an actual SDP.
The SDP additions for multistream-specific functionality (simulcast, thumbnails, screen sharing, and floor control; see other sections), are all defined as SDP media-level attributes or as separate SDP m-lines, meaning that they are governed by existing SDP offer/answer rules.
Single-stream to multi-stream
If multistream-specific functionality is not included in an SDP offer, it will also not be present in the SDP answer. The bandwidth use will then not differ from a non-multistream case, for example sub-use case a) above, where a non-multistream client calls in to a multistream-capable conference.
	SDP Offer
	SDP Answer

	m=video …

b=AS:500

a=sendrecv

…
	m=video …

b=AS:500

a=sendrecv

…


Table 1 Single-stream Offer to Multi-stream Conference
Multi-stream to single-stream

If multistream-specific functionality is included in the SDP offer but rejected and disabled in the SDP answer, the negotiated bandwidth in the direction from the offerer to the answerer (in the answer) will not differ from a non-multistream case. The negotiated bandwidth in the direction from the answerer to the offerer (in the offer) is on the other hand applicable to the bandwidth needed with multistream-specific functionality included, which will then be the bandwidth used by PCC and unnecessarily high as multistream-specific functionality was negotiated away and will not be used.
When the offerer that offered multistream-specific functionality learns from the SDP answer that the answerer will not make use of the multistream-specific functionality, it can (if needed) send an updated SDP offer where the multistream-specific functionality is disabled and the bandwidth adjusted accordingly. This second SDP offer/answer does not add to call setup time, since all media streams that are applicable to the session are already started, and the only modification needed is bandwidth allocation optimization. The resulting bandwidth use will not differ from a non-multistream case, for example in sub-use case f) above, where a multistream capable UE calls a non-multistream UE. It could be noted that in this specific point-to-point case, the offerer decision to send an updated SDP offer disabling multistream-specific functionality can be assisted by the knowledge that it is a point-to-point call, since the “isFocus” SIP tag is not in the SIP message that carries the SDP answer.
	1st SDP Offer
	1st SDP Answer
	2nd SDP Offer
	2nd SDP Answer

	m=video … (main)
b=AS:500

a=sendrecv
a= simulcast send p1 p2

m=video … (thumbnail 1)

b=AS:80

a=recvonly

m=video (thumbnail 2)

b=AS:80

a=recvonly
…
	m=video …

b=AS:500

a=sendrecv
m=video 0 …

m=video 0 …
…
	m=video …

b=AS:500

a=sendrecv

m=video 0 …

m=video 0 …

…
	m=video …

b=AS:500

a=sendrecv

m=video 0 …

m=video 0 …

…


Table 2 Multi-stream Offer to Single-stream UE
Multi-stream to multi-stream without bandwidth restriction
If multistream-specific functionality is in the SDP offer, if the SDP answerer supports the offered multistream-specific functionality, and if the desired bandwidth can be supported by the end-to-end network path, the PCC can use the included b-lines (per m-line) in the SDP to allocate necessary resources, just as for non-multistream cases, only that there are more than a single audio line and a single video line in the SDP. In case any of those m-lines are mapped to the same bearer, for example if all video m-lines are mapped to a single QCI 2 (video) bearer, the corresponding b-line values can be added together (by the PCC) to obtain a single total bandwidth value to use for that bearer.
A simulcast receiver, whether it is the SDP offerer or answerer, may typically indicate a slightly higher b-line value for the m-line containing the simulcast, to allow some extra bandwidth for the simulcast streams in receive direction. An entity that is only a simulcast sender should not indicate a higher bandwidth for the simulcast m-line, since the SDP b-line only indicates the willingness to receive the specified bandwidth, not what is sent. It should be noted that this results in intentional asymmetric bandwidth usage.
A thumbnail receiver, irrespective if it is the SDP offerer or answerer, includes the desired maximum receive bandwidth as the b-line value with the receive-only (a=recvonly) thumbnail m-line(s). A thumbnail sender, again irrespective if it is the SDP offerer or answerer, includes the intended maximum send bandwidth as the b-line value with the send-only (a=sendonly) thumbnail m-line(s). A thumbnail sender must not use a higher b-line value for the thumbnail in an SDP answer than was received in a corresponding offer.
	SDP Offer
	SDP Answer

	m=video … (main)

b=AS:500

a=sendrecv

a= simulcast send p1 p2

m=video … (thumbnail 1)

b=AS:80

a=recvonly

m=video (thumbnail 2)

b=AS:80

a=recvonly

…
	m=video … (main)
b=AS:800 (bandwidth includes simulcast)
a=sendrecv

a= simulcast recv p1 p2 (simulcast accepted)
m=video … (thumbnail 1)

b=AS:80

a=sendonly

m=video (thumbnail 2)

b=AS:80

a=sendonly

…


Table 3 Multi-stream Offer to Multi-stream Capable Conference

Multi-stream to multi-stream with minor bandwidth restrictions

In a use case similar to the above, but where the UE or conference desires to use a higher bandwidth than what is available, the PCC can selectively limit all bandwidths in the SDP. This limitation should preferably be made in a way such that the reduction in bandwidth affects the perceived application experience as little as possible. In this specific use case, it is assumed that the difference between desired bandwidth and actually available bandwidth is small, and the PCC here choses (as an example) to decrease all the individual bandwidths with the same ratio. It is thus assumed that the offerer’s and/or answerer’s PCC decreases the bandwidth in the SDP offer with some amount (here 10%) before it reaches the answerer. It is similarly assumed that the answerer’s and/or offerer’s PCC decreases the bandwidth in the SDP answer with some amount (here 15%) before it reaches the offerer.
	Sent SDP Offer
	Received SDP Offer
	Sent SDP Answer
	Received SDP Answer

	m=video … (main)

b=AS:500

a=sendrecv

a= simulcast send p1 p2

m=video … (thumbnail 1)

b=AS:80

a=recvonly

m=video (thumbnail 2)

b=AS:80

a=recvonly

…
	m=video … (main)

b=AS:450

a=sendrecv

a= simulcast send p1 p2

m=video … (thumbnail 1)

b=AS:72
a=recvonly

m=video (thumbnail 2)

b=AS:72
a=recvonly

…
	m=video … (main)

b=AS:720

a=sendrecv

a= simulcast recv p1 p2

m=video … (thumbnail 1)

b=AS:72
a=sendonly

m=video (thumbnail 2)

b=AS:72
a=sendonly

…
	m=video … (main)

b=AS:612
a=sendrecv

a= simulcast recv p1 p2

m=video … (thumbnail 1)

b=AS:61
a=sendonly

m=video (thumbnail 2)

b=AS:61
a=sendonly

…


Table 4 Multi-stream Offer to Bandwidth-Restricted Multi-stream Receiver
Multi-stream to multi-stream with severe bandwidth restriction
Again, in a use case similar to the above, but where the UE or conference desires to use a significantly higher bandwidth than what the network can support, the PCC can still selectively limit all bandwidths in the SDP. As above, the limitation should preferably be made in a way such that the reduction in bandwidth affects the perceived application experience as little as possible, but in this case it will anyway be significant. In this specific use case, it is assumed that the difference between desired bandwidth and actually available bandwidth is significant, and the offerer’s PCC here choses (as an example) to decrease a few of the bandwidths from the top of the SDP to what can be supported, and disables the last thumbnail (setting port to zero). The answerer’s PCC (still as an example) has even worse conditions and reduces bandwidth even more, disabling also the other thumbnail. How to best decrease bandwidth and/or disable streams is application-specific, included here only as an example and is not specified further. If the described methodology is followed, it can accommodate various different bandwidth-reduction approaches and be kept application-specific without requiring any changes to the UE.
	Sent SDP Offer
	Received SDP Offer
	Sent SDP Answer
	Received SDP Answer

	m=video … (main)

b=AS:500

a=sendrecv

a= simulcast send p1 p2

m=video … (thumbnail 1)

b=AS:80

a=recvonly

m=video (thumbnail 2)

b=AS:80

a=recvonly

…
	m=video … (main)

b=AS:250

a=sendrecv

a= simulcast send p1 p2

m=video … (thumbnail 1)

b=AS:50
a=recvonly

m=video 0 (thumbnail 2)

…
	m=video … (main)

b=AS:300
a=sendrecv

a= simulcast recv p1 p2

m=video … (thumbnail 1)

b=AS:50
a=sendonly

m=video 0 (thumbnail 2)

…
	m=video … (main)

b=AS:250
a=sendrecv

a= simulcast recv p1 p2

m=video 0 (thumbnail 1)

m=video 0 (thumbnail 2)

…


Table 5 Multi-stream Offer to Severely Bandwidth-Restricted Multi-stream Receiver
Multi-stream UE to multi-stream UE in point-to-point
The multi-stream capable UE sending the SIP INVITE cannot in general be assumed to know whether it will be talking to a conference or not before making the call, and will thus include its multi-stream capabilities in the SDP offer. It was shown above that this will not have any negative impact if the called UE is a single-stream UE, since it will disable all non-supported functionality in the answer. If the called UE is a multi-stream UE, it does have capabilities corresponding to those in the offer, and could in principle enable the multi-stream also point-to-point. There would however hardly be any point in sending different simulcast versions between UEs, and there would also hardly be any use for thumbnails, so both of those should be disabled in the UE-to-UE case.
One way to distinguish this situation is to look at the presence of the “isFocus” tag in the SIP header. A conference must include this tag, but a UE must never include it. The UE receiving the SIP INVITE can therefore know that the call is not coming from a conference and can therefore safely disable all multi-stream functionality that does not make sense to use point-to-point between UE. The UE that sent the SIP INVITE can also see from the SIP response that the other party is not a conference, and know that is the reason for disabling multi-stream functionality. If the SIP response does not include the “isFocus” tag, and if multi-stream functionality is not disabled in the SDP answer, the offerer should probably use multi-stream functionality with some caution, if at all, under the assumption that the remote UE did not correctly handle the SDP offer/answer with the multi-stream functionality included and therefore generated an incorrect SDP answer.
A valid SDP example for this case will look the same as in Table 2 above.
5 Identified Need for Coordination
Based on text included in the present document, there is currently no identified need for coordination with other 3GPP groups.
<To be reviewed and updated whenever adding text to use cases or proposed solution sections>.
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