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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document reports the study on video enhancements in 3GPP multimedia services. It firstly provides an overview of the video codecs and their configurations specified for existing 3GPP multimedia services, namely 3GP-DASH (TS 26.247), PSS (TS 26.234), MBMS (TS 26.346), MTSI (TS 26.114, including multi-stream multiparty video conferencing), MMS (TS 26.140), and IMS Messaging and Presence (TS 26.141). Then the needs of video enhancements for existing 3GPP multimedia services are discussed, including use cases for which video enhancements could provide improved user experiences. A discussion on the most appropriate codec and its configurations for the emerging 3GPP multimedia service, IMS based telepresence, is also provided. To enable drawing conclusions, simulation conditions and simulation results for comparisons of different codecs and their configurations are provided. Performance is evaluated in typical 3GPP service environments taking into account bandwidth, coding efficiency, user experience and complexity. Based on the performance results, conclusions are made in terms of recommendations for support of enhanced video capabilities for existing 3GPP services and appropriate video codec and configuration for the emerging IMS based telepresence service.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
The SHVC overview paper by Jill, Yan, Jianle and Adarsh.
[3]
The MV-HEVC/3D-HEVC overview paper by Gerhard, Ying, Karsten, Jens, Anthony, and Ye-Kui.
[4]
3GPP TR 26.904: "Improved Video Coding Support".
[5]
3GPP TR 26.906: "Evaluation of HEVC for 3GPP Services ".
3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] apply.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply.
To be added
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9.1
Test cases and conditions

9.1.1
Multi-stream multiparty video conferencing
For multi-stream multiparty video conferencing, the video bitstreams should be encoded with low-delay coding structure where the decoding order of pictures is identical to the presentation order to minimize the delay introduced by the codec. To enable late tuning-in, insertion of frequent random access points (RAPs) is needed. A key point that needs to be determined for multi-stream multiparty video conferencing is whether simulcast of multiple single-layer HEVC bitstreams or multiple layers per SHVC should be used.

With the above points in mind, the following test conditions are specified for testing of potential video codecs for multi-stream multiparty video conferencing:

1) Codecs (profiles): HEVC Main profile vs Scalable Main profile

2) Test sequences, resolutions and frame rates:

Two sets of the test sequences used for MTSI tests as specified in TR 26.906 are used, as follows:

a. 720p@30fps / 1080p@30fps, corresponding to the Class E and B sequences as listed in Table 2 of TR 26.906 (the relevant parts of the table is copied below for convenience). For the sequences Kimono and PackScene, for which the original sequences were only of 24fps, the frame rate to be used is 24fps for both resolutions.

	Class
	Sequence
	Spatial resolution
	Frame rate

	Class B
	Kimono
	1920x1080
	24 fps

	
	ParkScene
	1920x1080
	24 fps

	
	Cactus
	1920x1080
	50 fps

	
	BasketballDrive
	1920x1080
	50 fps

	
	BQTerrace
	1920x1080
	60 fps

	Class E
	Kimono_720p
	1280x720
	24 fps

	
	ParkScene_720p
	1280x720
	24 fps

	
	Cactus_720p
	1280x720
	50 fps

	
	BasketballDrive_720p
	1280x720
	50 fps

	
	BQTerrace_720p
	1280x720
	60 fps


b. 720p@30fps / 640x360p@30fps, corresponding to the Class VC-E sequences listed in Table 5 of TR 26.906 (the table is copied below for convenience) and their sub-sampled (both spatially and temporally) version.

	Class
	Sequence
	Spatial resolution
	Frame rate

	Class VC-E
	FourPeople
	1280x720
	60 fps

	
	Johnny
	1280x720
	60 fps

	
	KristenAndSara
	1280x720
	60 fps


3) RAP distance: 2 seconds

a. For SHVC encoding, two options are tested, where the first option is with cross-layer aligned RAPs with RAP distance of 2 seconds for both layers, and the second option is with RAP distance of 2 seconds for the base layer, and longer RAP distance of 4 seconds for the enhancement layer.

4) Encoding settings

a. For single-layer coding (including coding of the enhancement layer in multi-layer coding): similar as for MTSI tests specified in TR 26.906 (with the exception that temporal scalability is not used, for simplicity), as follows:

i. QP configuration

Fixed QP configuration is used without rate control to avoid uncertainty due to different rate control algorithms. Cascaded QP setting (e.g. higher QP for P pictures than I pictures, higher QP for B pictures than P pictures, and higher QP for higher temporal level than lower temporal level in hierarchical coding structures) is allowed.
ii. Number of reference pictures

The number of reference pictures in the reference picture list is set equal to 2.

iii. GOP structures

The IPPP coding structure, wherein the first picture in the bitstream is an IDR picture and the rest are P pictures, and the decoding order equals the output order, is used.

iv. Temporal scalability

Temporal scalability is not enabled.

v. Prediction structure

The previous two pictures in decoding order are always used for prediction.

vi. MTU size matching

Multiple slices are allowed. The size of each slice in a picture is set to 1200 bytes, with the exception that the last slice in each picture is allowed to have a smaller size.

vii. Motion vector search range

The motion vector search range, in units of integer luma samples, is restricted to 32 in both directions.

viii. Rate-distortion optimized quantization

Rate-distortion optimized quantization is disabled.

b. For SHVC coding of the enhancement layer, the following encoding settings are used:

i. QP configuration

Two sets of delta QP values, deltaQP = {0, +2}, are used for EL coding. The delta QP value specifies the difference between EL QP and BL QP for collocated pictures in the two layers. For example, when deltaQP = 0, for each picture of a particular resolution, the same QP that was used in single-layer coding is used.

ii. Number of reference pictures

The number of reference pictures in the reference picture list is set equal to 3.

iii. GOP structures

The IPPP coding structure, wherein the first picture in the bitstream is an IDR picture and the rest are P pictures, and the decoding order equals the output order, is used.

iv. Temporal scalability

Temporal scalability is not enabled.

v. Prediction structure

If there is no lower layer picture in the same access unit, the previous two pictures of the same layer in decoding order are always used for prediction. Otherwise, the previous two picture of the same layer in decoding order and the lower layer picture in the same access units are used for prediction (except for an IRAP picture only inter-layer prediction is used).

vi. MTU size matching

Multiple slices are allowed. The size of each slice in a picture is set to 1200 bytes, with the exception that the last slice in each picture is allowed to have a smaller size.
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