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*** Start first change ***
5.1.6
Bandwidth detection

A detection algorithm is applied to detect the actual input audio bandwidth for input sampling rates greater than 8 kHz. This bandwidth information is used to run the codec in its optimal mode, tailored for a particular bandwidth (BW) rather than for a particular input sampling frequency. For example, if the input sampling frequency is 32 kHz but there is no “energetically” meaningful spectral content above 8 kHz, the codec is operated in the WB mode. The following bandwidths/modes are used throughout the EVS codec: NB (0-4kHz), WB (0-8kHz), SWB (0-16kHz) and FB (0-20 kHz).

The detection algorithm is based on computing energies in spectral regions and comparing them to certain thresholds. The bandwidth detector operates on the CLDFB values (see subclause 5.1.2). In the AMR-WB IO mode, the bandwidth detector uses a DCT transform to determine the signal bandwidth.

5.1.6.1
Mean and maximum energy values per band 
The CLDFB energy vector 
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computed per 400Hz frequency bins (see subclause 5.1.2.2), is further aggregated as described below. Each value of 
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 represents a 1600Hz band consisting of four CLDFB energy bins summed up from 
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Depending on the input sampling frequency up to nine CLDFB bands are calculated using the above equation and the values are given below:
Table 3: CLDFB bands for energy calculation
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	bandwidth in kHz
	bandwidth index

	0
	3
	6
	1.2 – 2.8
	NB

	1
	11
	14
	4.4 – 7.2
	WB

	2
	14
	17
	
	

	3
	23
	26
	9.2 – 15.6
	SWB

	4
	27
	30
	
	

	5
	31
	34
	
	

	6
	35
	38
	
	

	7
	42
	45
	16.8 – 20.0
	FB

	8
	46
	49
	
	


The values in CLDFB bands are converted to the log domain and scaled by
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where 
[image: image17.wmf]scl
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 is set according to the input sampling frequency as follows: 88.293854 for 8kHz, 88.300926 for 16kHz, 88.304118 for 32kHz and 88.028412 for 48kHz. 

The per-band CLDFB energy is then used to calculate the mean energy values per bandwidth:
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and the maximum energy values per bandwidth:
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In case of the DCT based detector, the DCT values are computed by first applying a Hanning window on the 320 samples of the input audio signal sampled at input sampling rate. Then the windowed signal is transformed to the DCT domain and finally decomposed into several bands as shown in Table 3a. 
Table 3a: DCT bands for energy calculation
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	bandwidth in kHz
	bandwidth index

	0
	1.5 – 3.0
	NB

	1
	4.5 – 7.5
	WB

	2
	
	

	3
	9.0 – 15.0
	SWB

	4
	
	

	5
	
	

	6
	
	

	7
	16.5 – 19.5
	FB

	8
	
	


The values in DCT bands are converted to the log domain by
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and per-band and maximum energies are computed using (32) and (33) while the constant 1.6 in these equations is omitted in case of the DCT based detector.

5.1.6.2
Bandwidth decision 
The following decision logic is identical for CLDFB and DCT versions of energy calculations, except for some constants which were adapted to get similar detection results.

The long-term CLDFB energy mean values for NB, WB and SWB are updated as follows:
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where the superscript [-1] has been used to denote the value of 
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 in the previous frame. The update takes place only if the local SAD decision is active and only if the long-term background noise level, 
[image: image24.wmf]t
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, is higher than 30 dB.

The values are compared to certain thresholds also taking the current maximum values into account, which leads to increasing or decreasing counters for each bandwidth as described below in the flowchart.

[image: image25.emf]BEGIN

no

yes

,max

0.90.6

WBNB

EE



increment WB 

counter 

,max,max

2.5

WBNB

EE



yes

3.3

WBNB

E<E

decrement WB 

counter 

no

yes

,max

,max

0.830.6

0.6

SWBWB

WBNB

EE

EE





increment SWB 

counter 

,max,max

2

SWBWB

EE 

yes

3

SWBWB

E<E

decrement SWB 

counter 

no

yes

,max

,max

,max

0.6

0.830.6

0.6

FBSWB

SWBWB

WBNB

EE

EE

EE







increment FB 

counter 

,max,max

3

FBSWB

EE



yes

4.1

FBSWB

E<E

decrement FB 

counter 

yes

yes

yes


Figure 6: Increasing and decreasing of BW counters

The tests in the above diagram are performed sequentially from top to bottom. The BW counters are then used to decide the actual signal bandwidth, BW, according to the logic described in the following schematic diagram.
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Figure 7: BW selection logic

In the above diagram, the tests are performed in a sequential order, i.e. it could happen that decision about signal bandwidth is changed several times in this logic. After every selection of a particular bandwidth, certain counters are reset to their minimal value 0 or to their maximum value 100. 

Finally, the resulting bandwidth can be upper limited in case the codec performance has not been optimized for it at particular bitrate. For example, at 9.6 kbps, the codec supports coding up to SWB. Therefore, if the detected bandwidth is FB, it is overwritten to SWB at this bitrate. The following table shows the range of bitrates for which the codec performance has been optimized for each bandwidth.

Table 4: Optimization of the codec performance per bandwidth
	bandwidth
	bitrate range [kbps]

	NB
	7.2 - 24.4

	WB
	7.2 - 128

	SWB
	9.6 - 128

	FB
	16.4 - 128


*** Start second change ***
5.1.10.7
Pitch lag determination and parameter update

Finally, the pitch lags in each half-frame, 
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, are determined. They are selected by searching the maximum of the weighted normalized correlations, corresponding to each of the four sections across both pitch delay ranges. In case of VBR operation, the normalized correlations are searched in addition to the weighted normalized correlations for a secondary evaluation. When the normalized correlation of the candidate lag is very high (lower-bounded by 0.9) and it is considered a halved value (lower-bounded by a multiplication by 0.4 and upper-bounded by a multiplication by 0.6) of the corresponding candidate identified by searching the weighted normalized correlation, the secondary pitch lag candidate is selected instead of the firstly selected one.
*** Start third change ***

5.1.10.8
Correction of very short and stable open-loop pitch estimates
…
By using all the available parameters, the final very short pitch lag 
 is decided with the following procedure,
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wherein 
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 is a flag which forces the codec to select the time domain CELP coding algorithm for short pitch signal even if the frequency domain coding algorithm and AUDIO class is previously selected;  
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  is a flag which forces the coder to select VOICED class for short pitch signal.
*** Start fourth change ***

5.1.12.1
SAD1 module

The SAD1 module is a sub-band SNR based SAD with hangover that utilizes significance thresholds to reduce the amount off false detections for energy variations in the background noise. During SAD initialization period the following variables are set as follows
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The output of the SAD1 module is two binary flags (signal activity decisions) 
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 and 
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. The difference between them is due to the setting of parameters for the significance thresholds. The first binary decision 
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 is used by the speech/music classification algorithm described in clause 5.1.13.5. The second binary decision 
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 is developed further and leads to the final SAD1 decision, 
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. Note that all decisions can be modified by the subsequent modules.

The spectral analysis described in clause 5.1.5 is performed twice per frame. Let 
[image: image41.wmf][

]

(

)

i

E

CB

0

and
[image: image42.wmf][

]

(

)

i

E

CB

1

 denote the energy per critical band for the first and second spectral analysis, respectively (as computed in clause 5.1.5.2). The average energy per critical band for the whole frame and part of the previous frame is computed as
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where 
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denotes the energy per critical band from the second analysis of the previous frame, 
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 hereafter denote respectively the minimum and the maximum critical band involved in the computation, where
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= 16 for NB input signals and 
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= 19 for WB signals (see Table 2 in subclause 5.1.5.1). The signal-to-noise ratio (SNR) per critical band is then computed as
*** Start fifth change ***

5.1.12.2
SAD2 module

The SAD2 module is also a sub-band SNR based SAD and makes an activity decision for each frame by measuring the frame’s modified segmental SNR. The output of SAD2 module is a binary flag 
[image: image51.wmf]2
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 which is set to 1 for active frame and set to 0 for inactive frame. For each frame, the SNR per critical band is first computed. The average energy per critical band for the whole frame and part of the previous frame is computed as
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where 
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denotes the energy per critical band from the second spectral analysis of the previous frame, 
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 denote respectively the energy per critical band for the first and second spectral analysis of the current frame, 
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= 0, 
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= 19. More weighting is given to the energy of the second spectral analysis for the current frame if the energy of the second spectral analysis is higher than the first spectral analysis. This is designed to improve the detection of signal onsets. The SNR per critical band is then computed as
*** Start sixth change ***

5.1.12.6.2
Computation of signal features
In Pre-decision Energy Features (EF), Spectral Centroid Features (SCF), and Time-domain Stability Features (TSF) of the current frame are computed by using the sub-band signal; Spectral Flatness Features (SFF) and Tonality Features (TF) are computed by using the spectral amplitude.
5.1.12.6.2.1
Computation of EF
The energy features of the current frame are computed by using the sub-band signal. The energy of background noise of the current frame, including both the energy of background noise over individual sub-band and the energy of background noise over all sub-bands, is estimated with the updated flag of background noise, the energy features of the current frame, and the energy of background noise over all sub-bands of the previous frame. The energy of background noise of the current frame will be used to compute the SNR parameters of the next frame (see subclause 5.1.12.6.3). The energy features include the energy parameters of the current frame and the energy of background noise. The energy parameters of the frame are the weighted or non-weighted sum of energies of all sub-bands.
The frame energy is computed by:
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The energy of sub-band divided non-uniformly is computed by:
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Where 
[image: image61.wmf]region
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 is the sub-band division indices of 
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.  The sub-bands based on this kind of division are also called SNR sub-bands and are used to compute the SNR of sub-band. 
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  is the number of SNR sub-bands.

The energy of sub-band background noise of the current frame is computed by:
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Where 
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 is the energy of sub-band background noise of the previous frame.

The energy of background noise over all sub-bands is computed according to the background update flag, the energy features of the current frame and the tonality signal flag:
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If certain conditions that include at least that the background update flag is 1 and the tonality signal flag 
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Otherwise, 
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, respectively. The superscript [-1] denotes the previsous frame and [0] denotes the current frame.
*** Start seventh change ***

5.1.12.8
DTX hangover addition

For better DTX performance 
a version 
[image: image81.wmf]DTX
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f
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 of the combined 
[image: image82.wmf]SAD
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 is generated through the addition of hangover. In this case there are two concurrent hangover logics that can extend the 
[image: image84.wmf]DTX
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_

 active period. One is for DTX in general and one specifically to add additional DTX hangover in the case of music. 

*** Start of eighth change ***
5.1.14.3
TCX/HQ MDCT technology selection at 24.4 and 32 kbps

The decision between using the TCX technology or the HQ MDCT (high rate HQ) technology at 24.4 kbps and 32 kbps for SWB signals is based on the average energy values and peak-to-average ratios of different sub-bands, furthermore, the average energy values and peak-to-average ratios are calculated by the CLDFB band energy analysis 
[image: image85.wmf])
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k

E
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, spectral analysis
[image: image86.wmf]()

Xk

and the bit-rate.
*** Start ninth change ***

5.2.2.1.1
LSF weighting function

…

The FFT weighting function uses different types of frequency and magnitude weighting functions depending on frequency bandwidth (NB, WB or WB16 kHz) and coding modes (UC or others such as VC, GC, AC, IC and TC).


Along with the FFT weightings 
[image: image88.wmf]f

W

, another weighting function called the inverse harmonic mean (IHM) is computed and defined as:
…

*** Start tenth change ***

5.2.2.1.2
Bit allocation
Table 23: Bit allocation for LSF vectors
	ACELP core

bitrate (kbps)
	Inactive
	Unvoiced
	Voiced
	Generic
	Transition
	Audio
	

	3.6
	0
	27
	16
	22
	0
	0
	

	7.2
	22
	37
	31
	29
	31
	22
	

	8.0
	22
	40
	36
	33
	34
	22
	

	
	
	
	
	
	
	
	

	9.6
	31
	31
	31
	31
	0
	0
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	13.20
	31
	0
	38
	38
	40
	31
	

	
	
	
	
	
	
	
	

	16.40
	31
	0
	31
	31
	0
	31
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	24.40
	31
	0
	31
	31
	0
	31
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	32.00
	41
	0
	0
	41
	41
	0
	

	
	
	
	
	
	
	
	

	64.00
	41
	0
	0
	41
	41
	0
	


*** Start eleventh change ***

5.2.2.1.4
LSF quantizer structure
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The part of equation (483) that is independent of the scale is calculated only once for all the leader classes from the first truncation, which is the one having the highest number of leader classes. When adding the last term to the first sum of equation (483) the product 
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is considered with negative sign if the parity constraint of the leader 
[image: image91.wmf]k

 is not obeyed by the signs of the vector 
[image: image92.wmf]x

. The contribution of the scale values is considered only afterwards in order to obtain the value 
[image: image93.wmf]kj

d

. The leader class vector 
[image: image94.wmf]k

 and the truncation j having the smallest 
[image: image95.wmf]kj

d

 correspond to the codevector of the current input vector. The inverse permutation of the sorting operation on the input vector applied on the winning leader vector 
[image: image96.wmf]k

l

 gives the lattice codevector after applying also the corresponding signs. If the parity of leader vector 
[image: image97.wmf]k

l

 is 0 the signs are identical to the signs of the input vector. If the parity is 1 the signs are similar to the signs of the input vector with the constraint that the number of negative components is even. If the parity is -1 the signs are similar with signs of the input vector with the constraint that the number of negative components is odd. The final codevector is obtained after multiplication with the scale 
[image: image98.wmf]j

s

 and with the inverse of the component-wise off-line computed standard deviation. The standard deviations are individually estimated for each coding mode and bandwidth.
The candidate quantized LSF vectors are obtained by adding each lattice quantized residual to the corresponding candidates from the upper stages. The obtained candidates are increasingly sorted. For each sorted candidate the weighted Euclidean distortion with respect to the original LSF vector is calculated. The candidate that minimizes this distortion is selected as codevector to be encoded. The indexes corresponding to the first unstructured optimized VQ codebooks together with the index in the lattice codebook are written in the bitstream. The index for the lattice codebook is obtained as described in subclause 5.2.2.1.4.2.
For the CNG mode, using a total of 29 bits for the LSF quantization, the multiple scale lattice codebook structure is specific to each of the 16 codevectors obtained in the first stage. In addition based on the value of the last component of the 16 dimensional LSF vector only part of the first stage codebook is searched. If the last component of 
[image: image99.wmf]x

 is larger than 6350 then the search is done only for the first 6 codevectors of the first stage and the LSF vector corresponds to internal sampling frequency of 16kHz, otherwise the search is performed within the last 10 codevectors of the first stage.
*** Start twelfth change ***

5.2.2.1.6
Mid-frame LSF quantizer
For a more accurate representation of the spectral envelope during signal transitions, the encoder quantizes mid-frame LSF coefficients. In contrast to the frame-end LSF vector, the mid-frame LSF vector is not quantized directly. Instead, a weighting factor is searched in a codebook to calculate a weighted average between the quantized LSF vectors of the current and the previous frames. Only 2-6 bits are required depending on the bitrate and the coding mode (see Table 35a). 

Table 35a: Bit allocation in mid-frame LSF quantization
	Bitrate [bps]
	IC
	UC
	VC
	GC
	TC
	AC

	7200
	2
	5
	4
	5
	5
	2

	8000
	2
	5
	4
	5
	5
	2

	9600
	2
	5
	4
	5
	0
	0

	13200
	2
	0
	5
	5
	5
	2

	16400
	4
	0
	5
	5
	0
	0

	24400
	5
	0
	5
	5
	0
	0

	32000
	5
	0
	0
	5
	5
	5

	
	
	
	
	
	
	

	64000
	5
	0
	0
	5
	5
	5


Before searching the codebook, the unquantized mid-frame LSF vector is weighted with the LSF weighting function defined in Equation (481). For simplicity, the following description will be provided by using LSP vectors instead of LSF vectors. These two vectors are related by the following simple relation 
[image: image100.wmf]))
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 where q(k) is the kth LSP coefficient and ω(k) is kth LSF coefficient. The mid-frame LSP weighting can be expressed using the following formula
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where 
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 is the kth unquantized LSP coefficient and 
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 is kth weighting factor of the function defined in Equation (481). Note, that this is not the weighting factor which is quantized. This weighting is based on the FFT spectrum where more weight is put on perceptually important part of the spectrum and less weight elsewhere.

The weighting factor to be quantized is a vector of size M that is searched in a closed-loop fashion such that the error between the quantized mid-frame LSP coefficients and this weighted representation is minimized in a mean-square sense. That is



[image: image104.wmf][

]

[

]

å

-

=

-

+

-

-

=

1

0

2

]

1

[

)

(

)

(

)

(

))

(

1

(

)

(

M

k

wend

mid

wend

mid

wmid

mid

k

q

k

f

k

q

k

f

k

q

E


(496b)

where 
[image: image105.wmf])
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k
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 is kth quantized weighted end-frame LSP coefficient and 
[image: image106.wmf]mid

f

 is the mid-frame weighting vector taken from the codebook. To save computation complexity, both operations are combined. That is
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Once the winning weighting factor is found, the quantized LSP vector is reordered to maintain a stable LP filter. After the quantization, the end-frame and the mid-frame LSF vectors are used to determine the quantized LP parameters in each subframe. This is done in the same way as for unquantized LP parameters (see Equation (58) in Clause 5.1.96). 

*** Start thirteenth change ***

5.2.3.1.1
Computation of the LP residual signal

To keep the processing flow similar for all coding modes, the LP residual signal is computed for the whole frame in the first processed subframe of each frame, as this is needed in the TC mode. For each subframe, the LP residual is given by
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where 
[image: image109.wmf](
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n

s

pre

 is the pre-emphasized input signal, defined in subclause 5.1.4  and 
[image: image110.wmf]i

a

ˆ

are the quantized LP filter coefficients, described in subclause 5.2.2.1.

In DTX operation the computed LP residual signal 
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 is attenuated by multiplying an attenuation factor 
[image: image112.wmf]att

 for all input bandwidths except NB. The attenuation factor is calculated as
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where 
[image: image114.wmf]cnt
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 as determined in subclause 5.6.2.1.1 is upper limited by 
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, 
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 if the bandwidth is not WB or the latest bitrate used for actively encoded frames 
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  is larger than 16.4 kbps. Otherwise 
[image: image118.wmf]flr

 is determined from a hangover attenuation table as defined in Table 35b. 
[image: image119.wmf]flr

is only updated in the first SID frame after an active signal period if two criteria are both fulfilled. The first criterion is satisfied if AMR-WB IO mode is used or the bandwidth=WB. The second criterion is met if the number of consecutive active frames in the latest active signal segment was at least 
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 number of frames or if the current SID is the very first encoded SID frame. The attenuation factor 
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 is finally lower limited to
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Table 35b: Attenuation floor

	
Latest active bitrate [kbps]
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*** Start fourteenth change ***

5.2.3.1.5.7
Pulse indexing of the 43-bit codebook
…
1. Firstly, the pulse information for each track is indexed as follows: (here we suppose that 
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 pulses are assigned for each track, and the total quantity of positions on the track is 
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1) Analyse the statistics about the positions of the 
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 pulses to be encoded on a track and obtain pulse distribution on the track, it includes: quantity (namely 
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 is the quantity of pulse positions , 
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 is the number of pulses per track, 
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 is the ith sign in position 
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. If there are pulses having the same positions (pulses with the same positions have the same signs), they are merged into one pulse and the number of pulses for each pulse position as well as the pulse sign is saved. Pulse position are sorted in ascend order, the pulse sign is also adjusted based on the order of pulse position.
2) Compute the offset index 
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 according to the quantity of pulse positions, the offset index is saved in a table and used in both encoder and decoder sides. Each offset index in the table indicate a unique number of pulse positions in the track, in case 
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3) Compute the pulse- position index 
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 refers to the quantity of positions with pulses in it, 
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 is the total quantity of positions on the track. Compute 
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wherein 
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 represents a position serial number of an nth position that has pulses on it, 
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…
3. Encode the joint index 
[image: image172.wmf]x

Joint_inde

. (Suppose encode with 25 bits). In order to reduce the number of bits used for pulse indexing, a threshold 
[image: image173.wmf]THR

 is set at 3611648 for 3-pulses, according to the pulse number, the combination of the occurrence probability and the number of bits that may be saved. If the joint index 
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 is smaller than 
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, 24 bits will be used to encode the joint index 
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. If the joint index 
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 is bigger than or equal to 
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, 
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 will be added into the joint index 
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 and 25 bits will be used to encode the joint index 
[image: image181.wmf]x
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. This procedure is described as below:
…
*** Start fifteenth change ***
5.2.3.5.3.1 
eDCT for DCTIV
…
For the i-th (
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. Finally, the coefficients are output according to the stored address corresponding to the address table 
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*** Start sixteenth change ***
5.2.6.1.2
TBE LP analysis
…
[image: image190.emf] 
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Figure 47: SWB Highband target signal buffers

*** Start seventeenth change ***
5.2.6.1.15
Estimation of frame gain parameters

…
Further, the [image: image191.wmf]GF

parameter is smoothed if the current frame is determined to be similar in spectral characteristics to the previous frames. To determine similarity in spectral characteristics, the fast and slow evolution rates, [image: image192.wmf]FER

 and [image: image193.wmf]SER

 , and the minimum LSP spacing [image: image194.wmf]min
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 are determined as follows:
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where [image: image196.wmf](
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values from the previous frames is also determined:
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If the minimum LSP spacing and smoothed LSP spacing satisy a spacing critierion (e.g., δmin < 0.008, δsmoothed < 0.005) indicating an artifact generating condition, the high band target is filtered using the high band LP to attenuate the coding artifacts before estimating the gain shape and gain frame parameters.  
If the [image: image205.wmf]SER

 and the[image: image206.wmf]FER

 values are smaller than 0.001, then the gain frame parameter [image: image207.wmf]GF

 is smoothed between the previous and the current frame.
*** Start eighteenth change ***
5.2.6.2
Multi-mode FD Bandwidth Extension Coding
The input signal of current frame is divided into two parts: the low band signal and the super higher band (SHB) signal for SWB signal or the higher band (HB) signal for WB signal. The low band signal of the input signal is coded by LP coding modes, and the SHB or HB signal of the input signal is coded by the multi-mode FD bandwidth extension (BWE) algorithm. A classification decision process of the SHB or HB signal of input signal is first performed. Then, the multi-mode BWE algorithm for LP-based coding modes uses a combination of adaptive spectral envelope and time envelope coding for super wideband extension, and spectral envelope coding for wideband extension, according to the result of the classification decision process. The coded bitstream of low band signal, the adaptive coded bitstream of SHB or HB signal as well as the result of the classification decision process of current input signal are output. Table 62 describes the multi-mode FD BWE at the different bitrates of operation. Theoretically, the delay of the synthesized output signal can be determined adaptively in the range of [image: image208.wmf]]
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 and the delay of the multi-mode bandwidth extension algorithm[image: image210.wmf]2
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. To achieve lowest delay for bandwidth extension coding, the super higher band (SHB) signal is delayed by [image: image211.wmf]2
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. Then, the achieved lowest delay of the multi-mode bandwidth extension is [image: image214.wmf]1
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 in encoder side.
Table 62: Multi-mode FD BWE at different bitrates
	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


	Bitrate [kbps]
	Bandwidth
	Multi-mode FD BWE

	7.2, 8
	WB
	Blind,  HARMONIC/NORMAL

	13.2
	WB
	Guided, HARMONIC/NORMAL

	
	SWB
	Guided, TRANSIENT/HARMONIC/NORMAL/NOISE

	32
	SWB/FB
	Guided, TRANSIENT/HARMONIC/NORMAL/NOISE


5.2.6.2.1
SWB/FB Multi-mode FD Bandwidth Extension
For frames declared as TRANSIENT (TS) frames or as non-TRANSIENT, a bit budget of 31 bits is allocated to the SWB Multi-mode FD Bandwidth Extension. If the super higher band (SHB) signal of the input in the previous frame or in the current frame is detected as TRANSIENT, then the current frame is also classified as TRANSIENT. Non-TRANSIENT frames can be further classified as HARMONIC (HM), NORMAL (NM) or NOISE (NS) depending upon the frequency fluctuation that is detected. Two bits of the bit budget are allocated to the signal class. In case of a TRANSIENT frame, the remaining 29 bits are allocated to encode four spectral envelopes and four time envelopes.  For other cases, i.e. non-TRANSIENT frames, the remaining 29 bits are allocated to encode fourteen spectral envelopes, and no time envelope is encoded. For FD BWE encoding, the 320 MDCT coefficients of the SHB signal, [image: image215.wmf](
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 are coded. In the case of the FB mode, the encoding algorithm from 8kHz to 15.5kHz is the same as the SWB mode. To encode 15.5kHz to 20kHz, the spectral energies of from 11 kHz to 15.5 kHz and from 15.5 kHz to 20 kHz are calculated, and then the ratio of the two energies is coded using 4 bits after being quantized.
*** Start nineteenth change ***
5.2.6.2.1.3
Frequency domain classification and coding
…
The class of non-TRANSIENT frames is determined from the three sharpness parameters, [image: image216.wmf]max
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 and four other parameters;  the previous frame saved class, [image: image219.wmf][
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, and the ratio of the global gains in the current and previous frames.
The threshold of the number of harmonics
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 and the threshold of the maximum sharpness 
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are set according to the signal class of previous frame
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 will be decreased for harmonic mode and increased for other signal mode:
…

*** Start twentieth change ***
5.2.6.2.2
WB Multi-mode FD Bandwidth Extension
At 13.2kbps, for frame declared as HARMONIC (HM) frame or NORMAL (NM), a bit budget of 6 bits is allocated to the WB Multi-mode FD Bandwidth Extension. One bit is allocated to the signal class and five bits are allocated to encode two spectral envelopes which are calculated by the 80 MDCT coefficients of the higher band (HB) signal, [image: image231.wmf](
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At 7.2kbps or 8kbps, it is blind BWE and no bit budget is allocated. In this case, a two-stage blind BWE is used. In the first stage, the high band frequency generation is the same as the BWE in AMR-WB [9], described in subclauses 6.3.1, 6.3.2.2 and 6.3.3 of [9], and it is added to the ACELP core synthesis. Then the second stage BWE is generated as described in the following sub-clauses, and it is added to the core synthesis with the first stage BWE. At 5.9 kbps VBR coding and CNG coding up to 8.0 kbps, the BWE is also blind with no bit budget allocated, but only the first stage BWE is used.
*** Start twentyfirst change ***
5.3.3.2.2
Temporal Noise Shaping
Temporal Noise Shaping (TNS) is used to control the temporal shape of the quantization noise within each window of the transform. 

If TNS is active in this encoder, up to two filters per MDCT-spectrum will be applied. The steps in the TNS encoding are described below. TNS is always calculated on a per subwindow basis, so in case of an 4 TCX5 window sequence these steps have to be applied once for each of the 4 subwindows.
Table 86: TNS configurations

	Bitrate

[kbps]
	Bandwidth
	Number of TNS filters for TCX20 and start and stop frequency
	Number of TNS filters for TCX10 and start and stop frequency
	Number of TNS filters for TCX5 and start and stop frequency

	24.4, 32
	SWB
	1 (600Hz-16000Hz)
	TCX10 not used
	TCX5 not used

	48,96,128
	WB
	1 (600Hz-8000Hz)
	2 (800Hz-4400Hz, 4400-8000Hz)
	1 (800Hz-8000Hz)

	48,96,128
	SWB
	2 (600Hz-4500Hz, 4500-16000Hz)
	2 (800Hz-8400Hz, 8400-16000Hz)
	1 (800Hz-16000Hz)

	24.4,32
	FB
	1 (600Hz-20000Hz)
	TCX10 not used
	TCX5 not used

	48,96,128
	FB
	2 (600Hz-4500Hz, 4500-20000Hz)
	2 (800Hz-10400Hz, 10400-20000Hz)
	1 (800Hz-20000Hz)


*** Start twentysecond change ***
5.3.3.2.2.1
TNS detection

The spectral coefficients [image: image232.wmf])
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between the start and stop frequency are divided into [image: image233.wmf]3
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 equal consecutive portions and for each portion the normalized autocorrelation function is calculated. The values of the autocorrelation function of all portions are then summed up and lag windowed. An exception is the first filter for 48/96/128 kbps SWB from 600 Hz to 4500 Hz which has only one portion ([image: image234.wmf]tns
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 = 1).
The next step is an LPC calculation using the Levinson-Durbin algorithm (defined in the subclause 5.1.9.4). The filter oder [image: image235.wmf]tns
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  is limited to 8 and to quarter of the number of the bins that a TNS filter covers.. As a result so called PARCOR or reflection coefficients 
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 is the residual error energy as defined in subclause 5.1.9.4.
*** Start twentythird change ***

5.3.4.1.4.1.4.2
The adjustment of quantized energy envelope prior to bit allocation

……
where [image: image242.wmf])
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 is the tonality flag which is calculated in subclause 5.3.4.1.4.1.3, i.e. the classification mode of the band, and [image: image243.wmf])
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is obtained from the previous frame and  indicates whether the bits are allocated to the highest two bands of the previous frame or not. If [image: image244.wmf])
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of the previous frame is allocated bits; Otherwise, if [image: image246.wmf])
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of the previous frame is not allocated bits -. After bit allocation, the flag [image: image248.wmf])
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of the current frame is preserved for the next frame.
……
e) If the conditions [image: image249.wmf])
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are satisfied, the flag[image: image251.wmf]1
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, and the quantized energy envelops of the six low frequency bands are adjusted as follows:
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f) Finally, the adjusted quantized energy envelopes [image: image253.wmf]M
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and the initial quantized envelopes  
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are used in the first bit allocation module.
*** Start twentyfourth change ***
5.3.4.1.4.1.5.1.2


TCQ and USQ with second bit allocation

At last, based on the number of bits allocated to the two selected bands by the first bit allocation and the number of bits allocated to the two selected bands by the second bit allocation, implement the second detailed scaling process on each of the two selected bands same as the first detailed scaling process in subclause 5.3.4.1.4.1.5.1.1. So, the number of pulses for each of the two selected bands is obtained again.
In the TCQ quantization module a trellis is used with 8 states, 4-coset (subsets) with 2 zero levels. The quantization indexes are derived from the TCQ codebook, which consists of the branch information of a trellis state (path information) and the information for quantization level allocated to the selected coset (subset). The quantization indexes are always positive integers and are coded by arithmetic coding. The detailed magnitude encoding is as follows.
*** Start twentyfifth change ***
5.3.4.2.1.3a
Fine structure quantization
The normalized MDCT spectrum [image: image256.wmf])
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is encoded in bands using the bit allocation [image: image257.wmf])
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5.3.4.2.1.3a.1
Fine gain bit allocation
The spectral envelope coefficients [image: image258.wmf])
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have been quantized in 3 dB steps. For higher rates, this resolution becomes too coarse and additional fine gain adjustments are made. The bits assigned for the band [image: image259.wmf])
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is split into a number of bits for the PVQ shape quantizer [image: image260.wmf])
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and bits for the fine gain quantizer [image: image261.wmf])
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. The assignment is done using a pre-trained look-up table based on the assigned band bits[image: image262.wmf])
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 is the number of bits per sample rounded down. The bits for the PVQ shape quantization are obtained by subtracting the fine gain bits, [image: image267.wmf])
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Table 1: Fine gain bits table
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	0
	0

	1
	0

	2
	0

	3
	1

	4
	2

	5
	2

	6
	4

	7
	5


5.3.4.2.1.3a.2
Fine structure quantization using PVQ
The quantization of the PVQ shape vector is performed as described in subclause 5.3.4.2.7. A decoded version of the PVQ shape vector is also obtained.

5.3.4.2.1.3a.3
Fine gain prediction, quantization and application
…

The fine gain adjustment is based on a predicted value, [image: image270.wmf])
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where 
[image: image277.wmf])
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pulses

is the actual number of pulses used for encoding 
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and depends on the bitrate 
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and the PVQ encoding process.The accuracy measure [image: image280.wmf])
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 is then translated into a gain prediction [image: image281.wmf])
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 following this relation:
*** Start twentysixth change ***
5.3.4.2.5
HVQ

…

The shape vector 
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of the peak region, centered at bin 
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 is defined as:
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Each shape vector is quantized with 9 bits; 8 bits for the VQ index and 1 bit for classification. 
…

To encode the high-frequency band [image: image285.wmf]b

with band log energy[image: image286.wmf])
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 following conditions have to be simultaneously met:
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where an estimate of the low band energy 
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 is obtained through summation over all peak amplitudes, coded at low-frequencies:
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and 
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 denotes the number of bits required to encode one pulse in a band of width 
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*** Start twentyseventh change ***
5.3.4.2.7.2
PVQ split methodology

When the bits 
[image: image300.wmf])
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assigned for the band 
[image: image301.wmf]b

are above a pre-determined threshold, as described in subclause 5.3.4.2.7.2.1, an algorithm for band splitting is activated. First the input vector is split into uniform (or close to uniform) segments in a non-recursive way. Then angles[image: image303.wmf]a

, which represent the ratio between energies 
[image: image304.wmf]L
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and
[image: image305.wmf]R
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of a left and a right level segment, are calculated recursively. At each iteration, the level segments consist of one or several of the pre-determined segments from the initial split of the input vector. The angles are calculated from the top level (full size of the band to be quantized), and continuing towards the levels of shorter sub-vectors, i.e. shorter level segments.
The angle is determined from the energy ratio between one left and one right level segment. In case of an even number of splits, the left and right level segments will consist of an equal number of segments. In case of odd number of splits, the angle calculated during the first iteration of the recursion will be with the right segment having a larger number of segments than the left level segment, and the recursion will require more steps for the right level segment.
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require split in 3 segments (here assuming that a split into equal sized segments is possible), the angle calculation and the bit distribution is done in the following way:

Step 0: the angle and the shape bits are
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Step 1: the right level segment from the previous step is split in a left and a right level segment, both with the length[image: image318.wmf])
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, the angle and the shape bits to be distributed are 
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, the two level segments (here equal to the second and third segment of the initial split of the input vector) are allocated the bits 
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The angles are used to distribute bits recursively to the already determined segments. At each iteration, the bits 
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 and 
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 for a left and a right level segment are derived from the available bits for shape coding of these segments 
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where 
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 and 
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 are compensation factors for differences in segment lengths within the level segments, defined as
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where the function 
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 within the left and the right level segment respectively, can be represented using 
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 is the total number of pre-determined segments/splits within the left and right level segments. The function 
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The angle, which captures the relation between the energies of the left and right segment at certain split level, is defined as:
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These angles are calculated recursively, starting with the top level, and continuing towards the levels of shorter sub-vectors. The angles are quantized by a range coder with asymmetric triangular PDF.
*** Start twentyeighth change ***
5.3.4.2.7.2.1
Band splitting analysis

The number of parts in the split PVQ vector [image: image353.wmf]p
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is determined in two steps. First, an initial number of splits [image: image354.wmf]init
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 is computed as
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where [image: image357.wmf]32
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energies of each PVQ target vector part is computed.

*** Start twentyninth change ***
5.4.2.1
MDCT to CELP transition 1 (MC1)
MC1 is used when the previous frame was coded with HQ MDCT and the current frame is coded with CELP. In this case, the CELP state variables are reset in the current frame to predetermined (fixed) values. In particular the following memories are reset to 0 in the CELP encoder:

· Resampling memories of the CELP synthesis signal

· Pre-emphasis and de-emphasis memories

· LPC synthesis memories

· Past excitation (adaptive codebook memory)

The old LPC coefficients and associated representations (LSP, LSF) and CELP gain quantization memories are reset to  predetermined (fixed) values. Since the past excitation is not available, the CELP coder in the current frame is forced to operate in Transition coding (TC) , i.e. without any adaptive codebook. The LPC coefficients from the previous frame are not available, therefore only one set of LPC coefficients corresponding to the end of frame are coded and used for all subframes of the current frame. 
5.4.2.2
MDCT to CELP transition 2 (MC2)
MC2 is designed for CELP transitions coming from the MDCT based TCX mode. The TCX shares the same LPC analysis and quantization as in CELP, as described in subclause 5.3.3.2.1. The MA/AR/LSP/LSF memories are consequently updated during MDCT based TCX encoding, as it is done in CELP encoding. The only exception is at 9.6kbps, where the weighted LPC are quantized (instead of the unweighted LPC as in CELP) as described in subclause 5.3.3.2.1.1.1. In that case, the MA/AR/LSP/LSF memories are re-computed in the unweighted domain as described in subclause 5.3.3.2.1.1.2.

Moreover, MDCT based TCX includes an internal decoder which generates a decoded time-domain signal at the CELP sampling rate as described in subclause 5.3.3.2.12.1. This signal and the quantized LPC are then used to update CELP memories as described in 5.3.3.2.12.2, including the adaptive codebook memory, the LPC synthesis filter memory, the weighting filter denominator memory and the de-emphasis filter memory.

5.4.2.3
MDCT to CELP transition 3 (MC3)
ly to MC1, 
Consequently, the CELP state variables are reset to predetermined values (in general 0), with the following exceptions:

· The factor 
[image: image361.wmf]1
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 is set to 0.3.

· The LSF quantization is run in safety-net mode, such that no prediction is used and the MA/AR memories are not used.

· The previous quantized end-frame LSP/LSF and the quantized mid-frame LSP/LSF are set to the current quantized end-frame LSP/LSF.

*** Start thirtieth change ***
5.4.3.2
CELP coding mode to HQ MDCT coding mode
When the previous frame is CELP and the current frame is to be coded by HQ MDCT, the current frame is a transition frame in which two types of coding are used:

· Constrained CELP coding and (when required) simplified time-domain BWE coding
· HQ MDCT coding with a modified window 
Constrained CELP coding means here that CELP is restricted to cover only the first subframe of the current frame, to code only a subset of CELP parameters, and to reuse parameters (LPC coefficients) from the previous CELP frame. These constraints are set to minimize the bit budget taken by continuing CELP coding in the current transition frame, this bit budget being taken out of HQ MDCT coding. 

5.4.3.2.1
Constrained CELP coding and simplified BWE coding
The bit budget for CELP and BWE in the current (transition) frame is determined depending on the CELP coder used in the previous frame (12.8 kHz or 16 kHz) and coded audio bandwidth in the current frame. The following pseudo-code describes how this bit budget is subtracted from the total bit budget for the current frame (total_budget):

num_bits = total_budget
if CELP 12.8kHz was used in the previous frame

cbrate = min(core_bitrate,  ACELP_24k40) 



if cbrate 
[image: image362.wmf]³

 ACELP_11k60, num_bits = num_bits – 1, end


num_bits = num_bits – table_ACB_bits[cbrate,GENERIC]


num_bits =  num_bits – table_gain_bits [cbrate,TRANSITION]


num_bits =  num_bits – table_FCB_bits [cbrate,GENERIC]

else (CELP 16 kHz was used in the previous frame)


if core_bitrate 
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 ACELP_8k00, cbrate = ACELP_8k00


else if core_bitrate 
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 ACELP_14k80, cbrate = ACELP_14k80


else cbrate = min(core_bitrate ,  ACELP_22k60)


end


if cbrate 
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 ACELP_11k60, num_bits = num_bits – 1, end


num_bits = num_bits – table_ACB_bits_16kHz[cbrate,GENERIC]


num_bits =  num_bits – table_gain_bits_16kHz [cbrate,GENERIC]


num_bits =  num_bits – table_FCB_bits_16kHz [cbrate,GENERIC]

end

if bandwidth is not NB and (bandwidth is not WB and CELP 16 kHz was not used in the previous frame)


num_bits =  num_bits –(6+6)

end

The bit rate for CELP coding is any case saturated by the minimum of HQ MDCT coding bit-rate and a predetermined bit-rate value (24 kbit/s or 22.6 kbit/s depending on whether the CELP core is at 12.8 or 16 kHz), then the numbers of bits allocated to CELP coding is subtracted and the remaining bit budget (denoted ‘num_bits’) is reserved for HQ MDCT coding normally operating at a bit rate ‘core_bitrate’ in the current frame. CELP coding in the extra subframe is configured to operate as if the current frame was CELP at a bit-rate denoted ‘cbrate’; this CELP bit-rate depends on the CELP coder used in the previous frame (12.8 kHz or 16 kHz). 

 The coded CELP parameters in this extra subframe are: pitch filter flag (1 bit) if the CELP bit-rate is 
[image: image366.wmf]³

 11.6 kbit/s, pitch index for the adaptive codebook (ACB), codebook gains, fixed codebook (FCB) index. The bit allocation tables from CELP coding in Generic or Transition coding at 12.8 and 16 kHz are reused.

Besides, 12 bits are used for BWE in the extra subframe to code one gain (6 bits) and one pitch index (6 bits) for the high band above CELP synthesis.  

Note that the current frame being a transition frame, one bit is used to indicate the type of CELP coding (12.8 kHz or 16 kHz) used in the extra CELP subframe; this bit is necessary to be able to decode correctly the transition frame in case of frame erasures.

LPC coefficients from the end of the previous frame are reused to code the extra subframe; constrained CELP coding reuses the subframe excitation coding with the same CELP core coder (12.8 kHz or 16 kHz) as in the previous frame, and this subframe coding is adapted from the procedure described in clause 5.2.3.1. 

When the coded audio bandwidth is higher than the bandwidth of the core CELP coder, simplified BWE coding is applied. The previous and current input frames are high-pass FIR filtered to obtain the high-band; the cutoff frequency (6.4 or 8 kHz) depends on the core CELP coder. Then, pitch search based on correlation in the high band provides an estimated pitch lag and gain which are coded with 6 bits each.
5.4.3.2.2
HQ MDCT coding with a modified analysis window

HQ MDCT coding in the transition frame is identical to clause 5.3.4, except the MDCT analysis window is modified and the bit budget for HQ MDCT coding in the current frame is decreased as described in clause 5.4.3.2.1.
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Figure 85a: Modified MDCT window in transition frame (CELP to MDCT transition)
The modified MDCT window is designed to avoid aliasing in the first part of the frame as shown in Figure 85a. Its shape also allows cross-fading between the synthesis from constrained CELP and simplified BWE and the synthesis from HQ MDCT as described in clause 6.3.3.2.3. Note that the frames labeled CELP and MDCT in Figure 85a represent the new frames of signal (20 ms) entering in the encoder; the actual coded frame is delayed by the encoder lookahead.
*** Start thirtyfirst change ***
5.4.4.3
Extrapolation of LP filter
In case of sampling rate switching involving at least a sampling rate being neither 12.8 nor 16 kHz, the previous LP filter is not converted. Instead, the previous quantized end-frame LSP/LSF and the quantized mid-frame LSP/LSF are set to the current quantized end-frame LSP/LSF.

The LP filter is also extrapolated when the conversion of LP filter between 12.8 and 18 kHz, described in suclause 5.4.4.2, does not produce a stable filter. The stability of the filter is detected during the Levinson Durbin algorithm described in subclause 5.1.9.4. A filter is detected as unstable when at least one of the reflection coefficients 
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has an absolute value greater than 0.99945.
*** Start thirtysecond change ***
5.6.1.1
SID update

The CN parameters are transmitted at a fixed or adaptive rate during inactive signal periods using a command line parameter. The fixed rate is limited to between 3 and 100 frames. The adaptive rate, in general, is dependent on the background noise characteristics such as the current signal-to-noise ratio (SNR) and is limited to be between 8 and 50. Generally, at a high SNR, the SID frames are transmitted with a lower rate to achieve a significant reduction of average data rate at the cost of only minor quality degradation. On the other hand, at a low SNR, SID frames are transmitted with a higher frequency so that the comfort noise remains as natural as possible. Thus, increasing SNR implies decreasing SID frame frequency, whereas decreasing SNR implies increasing SID frame frequency.


To determine the adaptive SID transmission rate, the SNR is calculated based on the long-term energy of the active signal, 
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, and background noise, 
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Thus, the adaptive rate is limited to between 8 and 50 frames and is updated in every inactive signal frame. If the number of consecutive NO_DATA frames is equal to or greater than the current value of rSID, the next inactive signal frame is denoted as a SID frame. There is one exception to this rule.

a) 
b) SID frame sent due to detection of abrupt changes in the spectral characteristics of background noise, as described in Section 5.6.1.2. 
*** Start thirtythird change ***
5.6.2.1
LP-CNG CN parameters estimation

The CN parameters to be encoded into a LP-CNG SID frame are calculated over a certain period, which is called the CN averaging period. These parameters give information about the level and the spectrum of the background noise. The CN averaging period, NCN, is equal to the number of consecutive NO_DATA frames preceding the current SID frame, upper-limited by the value of 8 consecutive frames. It is a variable value depending on the current SID transmission rate. In particular, the first SID frame after an active signal frame always uses the value NCN = 1. The LP-CNG generates two different types of SID frame – the WB SID frame, containing low-band (WB) only CN parameters, and the SWB SID frame, containing both low-band and high-band (SHB) CN parameters. One bit is encoded into the LP-CNG SID frame to indicate the bandwidth type of the SID frame, where “0” indicates WB SID and “1” indicates SWB SID. Only WB SID frames are transmitted when operating in NB/WB mode. In SWB/FB operation, both WB and SWB SID frames are transmitted which will be described in subclause 5.6.2.1.8. The bit allocation for the CN parameters in the respect WB and SWB SID frames are described in subclause 7.2.
*** Start thirtyfourth change ***
5.6.2.1.1
LP-CNG Hangover analysis period determination

To enable high quality comfort noise synthesis on the receiving side, the encoder sends a three bit counter value
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 to the decoder. The transmitted value is derived from the 
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where 
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is counter of the consecutive frames without any primary SAD active decisions where the DTX SAD flag 
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, as described in subclause 5.1.12.8, is set to 1. These hangover frames without primary SAD active decisions are deemed to be relevant for comfort noise analysis. For DTX operation, the 
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 counter is incremented in actively encoded speech segments whenever the primary SAD flag is set to 0 and the DTX SAD flag is set to 1 
and it
 is set to zero whenever 
this is not the case.
*** Start thirtyfifth change ***
5.6.2.1.4
LP-CNG synthesis filter computation for local CNG synthesis
…
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where 
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 denote respectively the smoothed LSP vector at the current and the previous frame, 
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 denotes the last quantized LSP vector, 
[image: image384.wmf]a

= 0.9 is a smoothing factor. An additional constraint is applied to the inactive frames after the first SID frame of an inactive segment and before the second SID frame that the update to the smoothed LSP vector described above is suspended if the last SID excitation energy is an outlier and sufficient hangover frames are contained in the last active burst, that is, if 
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 denotes the quantized excitation energy in the last SID frame, as calculated in equation (1339), 
[image: image388.wmf]m

 denotes the number of entries in
[image: image389.wmf]hist

enr

 used for 
[image: image390.wmf]weighted

ave

hist

enr

-

-

 calculation as described in subclause 6.7.2.1.2 and 
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 is the smoothed quantized excitation energy, further described in subclause 5.6.2.1.6. 
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The smoothed LSP vector 
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 is initially set to the quantized end-frame LSP vector from the previous frame, 
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, when the first SID frame is processed at the encoder. The step update flag
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 is set in each inactive frame by measuring the energy step between the instant energy and the long-term energy. For the first inactive frame after an active signal period, the flag 
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 is additionally set if there are past CN-parameters and the most recent energy value in 
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 is more than four times larger than the smoothed quantized excitation energy 
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*** Start thirtysixth change ***
5.6.2.1.5
LP-CNG energy calculation and quantization

…
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where the weights are defined as 
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 = [0.2, 0.16, 0.128, 0.1024, 0.08192, 0.065536, 0.0524288, 0.01048576], and 
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 is an energy offset value which is set to 0 for input bandwidth = NB, to 1.5 for input bandwidth greater than WB, and for signals of bandwidth = WB, the energy offset value is chosen from an energy attenuation table depending on the latest bitrate used for actively encoded frames 
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  as defined by Table 151a
. The energy offset is only updated in the first SID frame after an active signal period if two criteria are both fulfilled. The first criterion is satisfied if AMR-WB IO mode is used or the bandwidth=WB. The second criterion is met if the number of consecutive active frames in the latest active signal segment was at least 
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 number of frames or if the current SID is the very first encoded SID frame. The superscript [n] denotes a particular frame, e.g., [0] is the current frame.
Table 151a: Energy offset selection for LP-CNG
	
Latest active bitrate [kbps]
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*** Start thirtyseventh change ***
5.6.2.1.6
LP-CNG energy smoothing for local CNG synthesis
…
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where superscript [-1] demotes the value from the previous frame, 
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 is the quantized energy in the SID frame, calculated in equation (1339), 
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 is the smoothing factor controlling the update rate. Variable update rates are utilized. For the first inactive frame after an active signal period, before the smoothed quantized excitation energy 
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 which is the age weighted average excitation energy of the DTX hangover frames calculated in subclause 6.7.2.1.2, if step update flag 
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 is not set to 1 and there are past CN parameters to analyse in the CNG analysis buffers.
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*** Start thirtyeighth change ***
5.6.2.1.7
LP-CNG LF-BOOST determination and quantization
…

The LP residual signal 
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 calculated in subclause 5.6.2.1.5 is first attenuated by multiplying an attenuation factor 
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 for all input bandwidth except NB. The attenuation factor is calculated as
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where 
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 if the bandwidth is not WB or the latest bitrate used for actively encoded frames 
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 is larger than 16.4 kbps. Otherwise 
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 is determined from a hangover attenuation floor table as defined 
in table 35b. The attenuation factor 
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 is finally lower limited to
[image: image431.wmf]flr

. Then a FFT is used to obtain the frequency representation of the LP residual signal. The spectral envelope to be quantized is the energies of the first 20 FFT bins (excluding the DC bin) and is calculated as

*** Start of thirtyninth change ***
5.7.8
Algebraic codebook search

For interoperability reasons, the algebraic codebook structure and pulse indexing is the same as subclauses 5.8.1 and 5.8.2 of [9]. The algebraic codebook search procedure is the same as described in subclause 5.8.3 of [9] except the pulse-sign pre-selection described in the last paragraph of Section 5.2.3.1.5.9 (The search criterion at lower bitrates), which is also used at the lowest bit-rate of AMR-WB-interoperable modes.
*** Start fortieth change ***
5.8.3.3
Decoding
At the receiver, the de-jitter buffer provides a partial redundant copy of the current lost frame if it is available in any of the future frames. If present, the partial redundant information is used to synthesize the lost frame. In the decoding, the partial redundant frame type is identified and decoding performed based on whether only one or more adaptive codebook parameters, only one or more fixed codebook parameters, or one or more adaptive codebook parameters and one or more fixed codebook parameters, TCX frame loss concealment helper parameters, or Noise Excited Linear Prediction parameters are coded. If either the current frame or the previous frame adjacent to the current frame is a partial redundant frame, then the decoding parameter of the current frame, such as the LSP parameters, the gain of the adaptive codebook or the BWE gain, is firstly obtained and then post-processed according to decoding parameters or signal type from previous framesrelative to the current frame position, or future frames relative to the current frame position. Additionally, the spectral tilt is also used for the post-procession. The post-processed parameters are used to reconstruct the output signal. Finally, the frame is reconstructed based on the coding scheme. The TCX partial info is decoded, but in contrast to ACELP partial copy mode, the decoder is run in concealment mode. The difference to regular concealment is just that the parameters available from the bitstream are directly used and not derived by concealment.
*** Start fortyfirst change ***
6.1.1.2.1.2
Pulse index decoding of the 43-bit algebraic codebook
…
1) determining the quantity of pulse positions according to the first index 
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As the offset index 
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 is saved in a table (available in encoder and decoder), and each offset index in the table indicates the unique number of pulse positions in the track. So 
[image: image434.wmf])

(

1

N

I

 can be decoded from the index easily. Then the number of pulse position 
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*** Start fortysecond change ***
6.1.5.2
Multi-mode FD Bandwidth Extension decoding
The super higher band (SHB) signal for SWB signal or the higher band (HB) signal for WB signal is adaptively decoded with multi-mode BWE algorithm according to the result of the classification decision process of the SHB or HB signal decoded from the received bitstream and a determined excitation signal. In case of FB mode, the energy ratio of the current frame is decoded, the full-band (FB) signal is synthesized based upon the energy ratio or the envelope ratio calculated from low band envelope and the generated SHB frequency excitations. Combining with the low band signal decoded based on the received bitstream, the output signal is obtained.
*** Start fortythird change ***
6.2.3.2.3.1
Core decoding

Envelope decoding and the PVQ decoder are described in subclause 6.2.3.2.1.1 and subclause 6.2.3.2.1.2, respectively.

If a sub-band has bits allocated to it, then the decoded coefficients of the sub-band are de-normalized by multiplying the de-quantized norm of the sub-band, and in this way the de-normalized coefficients 
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 are obtained. Otherwise, if a sub-band has no bits allocated to it, the de-normalized coefficients 
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 of that sub-band are set to 0. And the higher frequency band coefficients with the index of sub-band above  
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 are 0 and are reconstructed by bandwidth extension, where 
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 is the index of the highest frequency sub-band of the decoded low frequency band signal.
6.2.3.2.3.2
Bandwidth extension decoding for harmonic mode

The start index for the bandwidth extension is adaptively obtained according to the value of
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Then, in order to predict the excitation signal of bandwidth extension, judge whether the index of the highest frequency sub-band of the decoded low frequency band signal
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 is less than the start index for bandwidth extension 
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, i.e. judge whether the highest frequency bin of bit allocation is less than the preset start frequency bin for bandwidth extension, 




*** Start fortyfourth change ***
6.2.3.2.3.2.4
Weighting the re-constructed higher band coefficients and random noise
The envelopes 
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 of the re-constructed higher band coefficients are calculated according to the band structure given in table129, and then the re-constructed higher band signal is weighted and random noise added.
*** Start fortyfifth change ***
6.2.4.1.3
Pre-echo attenuation
A typical artefact in transform coding known as pre-echo is observed especially when the signal energy grows suddenly, like speech onsets or music percussions. The origin of pre-echoes is explained below. The quantization noise in the frequency domain is translated into the time domain by an inverse MDCT transform and an add/overlap operation. Thus the quantization noise is spread uniformly in the MDCT synthesis window. In case of an onset, the part of the input signal preceding the onset often has a very low energy compared to the energy of the onset part. Since the quantization noise level depends on the mean energy of the frame, it can be quite high in the whole synthesis window. In this case, the signal to noise ratio (SNR) is very low (often negative) in the low energy part. The quantization noise can be audible before the onset as an extra artificial signal called pre-echo. To prevent the pre-echo artefact, an attenuation scheme is necessary when there is a significant energy increase (attack or onset) in some part of the synthesis window, and the pre-echo reduction has to be performed in the low energy part of the synthesis window preceding the onset. In the following, this low energy part preceding an onset will be referenced as "echo zone". On the other hand the signal energy after pre-echo reduction should not lower than the mean energy in the preceding frames. However, if the preceding frame have low frequency spectrum, knowing that the pre-echo has often white noise like spectrum, even if the energy of the echo zone is reduced to the level of the previous frames the pre-echo is still audible in the higher frequencies.

To improve the pre-echo reduction, an adaptive spectral shaping filtering is applied in the pre-echo zone up to the detected attack or onset to eliminate undesirable higher frequency pre-echo noise. This adaptive spectral shaping filter is realized by a two-band filterbank: the decoded signal is decomposed into two sub-signals according to a frequency criterion to obtain two sub-bands and a pre-echo attenuation factor is calculated in the determined echo zone for each sample in both sub-bands. The attenuation factors of the sub-bands that determinate the spectral response of the filter are computed in function of several parameters of the full-band and sub-band signals as detailed below. The pre-echo attenuation is made in the sub-bands by applying these attenuation factors in the echo-zone. Finally the two attenuated sub-bands are combined to obtain the pre-echo attenuated decoded signal. The pre-echo attenuation is activated for received frames, when the previous frame was also received, and when the bitrate is not higher than 32 kbit/s.
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Initially the starting position of the onset for both the lower and the higher band is the beginning of the sub-block 
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 respectively in the 2 sub-bands. In the following these new samples in the pre-echo zone are considered as the part of the last pre-echo zone sub-block (index 
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To avoid false pre-echo detection, the energies of the last 2 or 3 sub-blocks preceding the onset is verified for both the full-band and the high-band signals: the regression coefficient for these sub-blocks energies is computed by the least squares estimation technique and compared to thresholds. If at least one regression coefficient is lower to its threshold the pre-echo attenuation is inhibited. In fact it is checked whether the sub-blocks preceding the onset have stable or increasing energy, this is always true for pre-echos. For easy comparison to threshold the regression coefficients are normalised by the sub-band energies when the threshold is different to 0. If the threshold is 0, only the sign of the regression coefficient is checked, no normalisation is needed. 

When the onset is detected in the first or second sub-block this verification is not possible. 

When the onset is detected in the third sub-block only the high-band regression coefficient 
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 the pre-echo attenuation in the pre-echo zone is inhibited.

When the onset is detected in the fourth or later sub-block both the full-band regression coefficient 
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In the full-band only the sign is checked, no normalization of the regression coefficient is needed:
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In the higher band the normalized regression coefficient is estimated as:
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The pre-echo attenuation functions 
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  are stair-like, the gain is constant within a sub-block. To avoid annoying noise due to this discontinuity, the final pre-echo attenuation gain for the lower band 
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*** Start fortysixth change ***
6.3.2
MDCT coding mode to CELP coding mode

When a CELP encoded frame is preceded by a MDCT based encoded frame, the memories of the CELP encoded frame have to be updated before starting the decoding of the CELP frame, similarly to the encoder case (see clause 5.4.2).

Additionally, cross-fading is applied in the time-domain at the output sampling rate 
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 to avoid any discontinuities between the MDCT based output and the CELP based output including bandwidth extension.

The CELP memories update and the cross-fading are performed depending on the bitrate and the previous encoding mode. In general three different MDCT to CELP (MC1 to MC3) transitions are supported. The table in clause 5.4.2 describes which transition mode is used for a specific configuration. The different decoding cases are described in detail in the following sub-clauses.

6.3.2.1
MDCT to CELP transition 1 (MC1)

MC1 is used when the previous frame was decoded with HQ MDCT and the current frame is decoded with CELP. The CELP state variables are reset in the current frame to predetermined (fixed) values. In particular the following memories are reset to 0 in the CELP decoder:

· Resampling memories of the CELP synthesis

· Pre-emphasis and de-emphasis memories

· LPC synthesis memories

· Past excitation (adaptive codebook memory)

· Bass post-filter memories

The old LPC coefficients and associated representations (LSP, LSF) and CELP gain quantization memories are reset to  predetermined (fixed) values. The CELP decoder in the current frame is forced to operate in Transition coding (TC), i.e. without any adaptive codebook. Since the LPC coefficients from the previous frame are not available, only one set of LPC coefficients corresponding to the end of frame are decoded and using for all subframes in the current frame. 
To avoid discontinuities at the output sampling rate between the decoded HQ MDCT signal in the previous frame and the decoded CELP signal (including time-domain BWE) in the current frame, cross-fading (i.e. overlap-add) is used.

The decoded HQ MDCT signal is windowed to compensate for the MDCT synthesis window. Note that the synthesis of the CELP decoder is more delayed than the synthesis of the MDCT decoder as shown in Figure 112a;  the time difference is denoted here D. In the current CELP frame, the first samples are replaced by the HQ MDCT synthesis from the previous frame (D samples). The unweighted HQ MDCT aliased memory is overlap-added with the CELP output.
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Figure 112a: Overlap-add in MDCT to CELP transition.

6.3.2.2
MDCT to CELP transition 2 (MC2)
As described in clause 6.2.4.5, the MDCT based TCX decoder generates two time-domain signals, one at the output sampling rate 
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 and one at the CELP sampling rate 
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. The signal at the CELP sampling rate is used to update the CELP memories, similarly to the encoder case (see clause 5.4.2.2). It is also used at the decoder side to update the memories of the CLDFB based resampler that is used to resample the decoded CELP signal. The signal at the output sampling rate is the signal that is actually sent to the decoder output. To avoid discontinuities between this MDCT based TCX signal and the decoded CELP signal at the output sampling rate, cross-fading is used.

The decoded CELP signal at the output sampling rate is obtained after CELP decoding at the CELP sampling rate, CLDFB based resampling and time-domain bandwidth extension decoding (see clause 6.1). Both the CLDFB based resampling and the time-domain bandwidth extension decoding introduce a delay. Consequently, the decoded CELP frame is delayed compared to the MDCT based TCX frame and an overlap between the two frames is then introduced. This overlap is used to perform a cross-fade and thus to avoid any discontinuities between the two frames. The output signal is given by
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with 
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 is the frame length at the output sampling rate (20ms).
6.3.2.3
MDCT to CELP transition 3 (MC3)
Similarly to MC1, the CELP memories are are either reset or extrapolated similarly as in the encoder (see clause 5.4.2.3).

To avoid discontinuities between the decoded MDCT based TCX signal and the decoded CELP signal (including time-domain BWE) at the output sampling rate, cross-fading is used. The same approach as used in clause 6.3.2.1 is used.

*** Start fortyseventh change ***
6.3.3.2
CELP coding mode to HQ MDCT coding mode
When the previous frame is CELP and the current frame is to be coded by HQ MDCT, the current frame is a transition frame in which two types of decoding are used:

· Constrained CELP coding and (when required) simplified time-domain BWE coding
· HQ MDCT coding with a modified window 
Constrained CELP decoding means here that CELP is restricted to decode only a subset of CELP parameters, to reuse parameters (LPC coefficients) from the previous CELP frame, and to cover only the first subframe of the current frame. These constraints are set to minimize the bit budget taken by continuing CELP decoding in the current frame, this bit budget being taken out of HQ MDCT decoding. 

As shown in Figure 112b, the transition frame includes at the decoder side a gap between the previous output frame (decoded by CELP) and the decoded signal with only the contribution from HQ MDCT. The length of this gap at the decoder  is 4.375 ms, which corresponds to 10-5.625 ms (10 ms for ¼ of MDCT window support – 5.625 ms which is the length of the zero segment at the beginning of the ALDO synthesis window). In addition, an overlap period of 1,825 ms is used to attenuate discontinuities between CELP and HQ MDCT decoded signal. The total transition region between CELP and HQ MDCT in the decoder (grey zone decoder  in Figure 112b)  is 4.375+1.825 = 6.25 ms..
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Figure 112b: Modified MDCT synthesis window in the transition frame (CELP to HQ MDCT).

6.3.3.2.1
Constrained CELP decoding and simplified BWE decoding

The bit budget for CELP and BWE in the current (transition) frame is determined depending on the CELP coder used in the previous frame (12.8 kHz or 16 kHz) and decoded audio bandwidth in the current frame, as described in the pseudo-code in clause 5.4.3.2.1. Note that the current frame being a transition frame, one bit is used to indicate the type of CELP coding (12.8 kHz or 16 kHz); this bit is allows decoding the transition frame even when the information about the previous CELP coding type was lost due to frame erasures..

LPC coefficients from the end of the previous frame are reused, constrained CELP decoding only relies on decoding an extra subframe with the same CELP core decoder (12.8 kHz or 16 kHz) as in the previous frame; subframe decoding similar to clause 6.1 is applied (without LSF decoding). The length of the decoded subframe is 5 ms if CELP is at 12.8 kHz and 4 ms if CELP is at 16 kHz. The decoded CELP synthesis is normally delayed by 1.25 ms at the decoder due to the FIR resampling/delay operation. However, to have enough samples to cover the transition region of 6.25 ms, the resampling memory is resampled with 0-delay using the optimized cubic interpolation described in clause 6.3.3.2.1.1. 

Note that the cubic interpolation requires to have two future samples, which are estimated by simply repeating the last value of the FIR memory.
Hence, if CELP is at 12.8 kHz,, the CELP synthesis (after FIR resampling and 0-delay resampling) is 6.25 ms long; if CELP is at 16 kHz, the subframe is 1 ms shorter and the CELP synthesis is extended by ringing to get a decoded signal of 6.25 ms; the ringing is used only in the overlap region and its influence is perceptually minimal.

When the coded audio bandwidth is higher than the bandwidth of the core CELP coder, BWE decoding is applied. The previous frame is high-pass FIR filtered to obtain the high-band, and  the decoded pitch lag and gain are decoded to repeat 6.25 ms of high-band signal which is added to the 6.25 ms of decoded CELP signal.

6.3.3.2.1.1
Optimized cubic interpolation

The missing signal at the output sampling frequency is partly available in the memory buffer at the internal sampling frequency, 12.8 kHz or 16 kHz. By doing low delay resampling like interpolation method of this memory a good estimation of the missing signal can be obtained. Third order cubic interpolation is used here, where cubic curves are used to interpolate the output values within 3 input interval delimited by 4 input samples. Respectively, in each input interval the interpolation can be made by using 3 different cubic curves. To further improve the quality of this estimation the interpolated samples are obtained by computing a weighted mean value of the possible cubic interpolated values computed on the plurality intervals covering the time position of the sample to interpolate.

The length of the resampling buffer (input to cubic interpolation)  is 1.25 ms (16 samples at 12.8 kHz sampling rate or 20 samples at 16 kHz sampling rate) plus 2 past samples used as memory for the first cubic interpolations of the first 2 intervals. In cubic interpolation, 4 consecutive input samples determinate a cubic curve, the general equation of this curve is 

. To simplify the computations of the coefficients the temporal index of the 4 consecutive input samples are always considered as 
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To get the output resampled signal often the value of the output is needed to be determined between two input samples, in the interval limited by these input samples. As mentioned above, in cubic interpolation one cubic curve covers 3 intervals and respectively each interval can be covered by 3 different cubic curves:  by the interval central [0, 1] of the central cubic curve or by the interval [1,2] of the previous cubic curve or the interval [-1, 0] of the next cubic curve. In the following the index 
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corresponds to the beginning of the input interval where the output interpolated sample is computed. Let’s note the coefficients of the cubic curve of which the central interval is used 
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The interpolated output value 
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The weights used are same for each interpolated value, 
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The last 2intervals cannot be covered by 3 cubic curves as future samples are not available to compute all curves. Here simplified interpolation is used. For the last but one input interval the central interval of the last possible cubic curve is used to compute the interpolated signal:
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and for the last input interval the interval [1,2] of the same last cubic curve is used to compute the interpolated signal


[image: image554.wmf]1

1

2

1

3

1

)

1

(

)

1

(

)

1

(

)

(

-

-

-

-

+

+

+

+

+

+

=

n

n

n

n

out

d

x

c

x

b

x

a

x

v


(1931j)
In case of subsampling, the output samples after the last input sample cannot be interpolated, that causes a small delay of up to 3 output samples.

6.3.3.2.2
HQ MDCT decoding with a modified synthesis window

HQ MDCT decoding in the transition frame is identical to clause 6.2.3, except the MDCT synthesis window is modified and the bit budget in the current frame is decreased as described in clause 6.3.3.2.1.

The modified MDCT window is designed to avoid aliasing in the first part of the frame. Its shape also allows cross-fading between the synthesis from constrained CELP and simplified BWE and the synthesis from HQ MDCT.
6.3.3.2.3
Cross-fading

As shown in Figure 112b, the CELP and HQ MDCT decoded signals are overlapping; the length of this overlapping region is 1,825 ms. The HQ MDCT synthesis is already windowed by the modified MDCT window at the decoder. The CELP decoded signal is windowed by the complementary window and added to the HQ MDCT output in the overlap region.

*** Start fourtyeighth change ***
6.3.4.6.1
Adaptive post-filtering

The memories of the adaptive post-filtering are resampled with the linear interpolation described in subclause 5.4.4.4 in case of sampling rate switching and in case post-filtering was applied in the previous frame.
If the post-filtering was not employed in the previous frame, the adaptive post-filter is not employed in the first frame after the transition. In such a case, only the memories of the post-filter are populated and updated for the next frame.

Moreover, in case the adaptive post-filter was activated in the previous frame and is switched off in the current frame, a smoothing mechanism is applied for avoiding any discontinuities. It is achieved by computing the zero impulse response of the post-filter states and adding it to the zero memory response of the current decoded frame. First, the first subframe of the current decoded frame is filtered by the corresponding set of LPC analysis filter 
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 and using as memory the previously decoded frame samples before being post-processed. The past non post-processed samples are eventually resampled as described in clause 5.4.4.4 in case of internal sampling rate switching. The residual is re-synthesized with 
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 using this time as memory the past decoded frame sampled computing after being post-processed. As stated above, the past non post-processed samples are resampled in case of internal sampling rate switching. The rest the current decoded frame is not processed further.

*** Start fourtyninth change ***
6.3.6.2
Rate switching along with coding mode switching
In case the internal sampling rate changes when switching the bit-rate, the processing described in clause 6.3.3 is performed. If the internal sampling rate is also changing, the processing of clause 6.3.4 is performed beforehand.



6.3.6.3
Adaptive post-filter reset and smoothing

The adaptive post-filter can be reset and it effect smoothed when it is switched on or off from frame to frame, respectively. The procedure is described in suclause 6.3.4.6.1, where the buffer resampling is performed only in case of internal sampling rate switching.
*** Start fiftieth change ***
6.3.7.2.1
TBE mode

…
The tilt parameter can be calculated as described by the algorithm described in equations (800) and (801), and the correlation of the low frequency signals of the current frame and the previous frame can be the energy ratio between the current frame and the previous frame.

In detail, the algorithm of predicting the global gain is described as follows:

1) Classify the signal of the current frame to fricative signal 
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or non- fricative signal 
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 according to the tilt parameter and the correlation of the low frequency signal between the current frame and the previous frame.

If 
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 and the tilt parameter of the current frame is larger than 5 and the correlation parameter is less than a threshold, the current frame is classified as fricative signal
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.
2) For non-fricative signal, the tilt parameter is limited to the range [0.5, 1.0]. For fricative signal, the tilt parameter is limited to not larger than 8, and then multiplied by 4. The limited tilt parameter is used as the global gain of theSHB signal. 
*** Start fiftyfirst change ***
6.7.2.1.1
CNG parameter updates in active periods 

During actively encoded periods without comfort noise parameters, four buffers of the fixed predetermined size 
[image: image563.wmf]ZE
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are kept updated with the current actively encoded frame’s LSPs, an LSP domain flag memory, the frame’s excitation energy(in the LP-residual domain) and the current low frequency spectral envelope of the excitation as:



[image: image564.wmf]1

...

0

),

(

)

,

(

,

-

=

=

M

i

for

i

lsp

i

frame

ho

dec

new

lsp


(1947)



[image: image565.wmf]256

,

)

256

,

)

16

16

¹

=

=

=

frame

kLSP

frame

kLSP

L

if

TRUE

(frame

ho

L

if

FALSE

(frame

ho


(1948)


[image: image566.wmf]å

-

=

=

1

0

2

)

(

1

)

(

frame

L

i

frame

dec

i

exc

L

frame

enr


(1949)





[image: image568.wmf](

)

19

,...,

0

,

)

(

)

(

2

)

,

(

2

2

=

+

=

i

for

i

X

i

X

L

att

i

frame

ho

I

R

FFT

env


(1950)
where 
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are, respectively, the real and the imaginary parts of the
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-th frequency bin as outputted by the FFT of the LP excitation signal, 
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 = 256 is the size of FFT analysis. The attenuation factor 
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is given by 
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where 
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 is determined by the latest bitrate used for actively encoded frames 
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, not including the current frame, according to Table 172a.
Table 172a: Attenuation factor selection

	
Latest active bitrate [kbps]
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These buffers are implemented as circular FIFO (First in First Out) buffers of size
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to save complexity.

*** Start fiftysecond change ***
6.7.2.1.2
DTX-hangover based parameter analysis in LP-CNG mode

…

If there were no past CN-parameters to analyse or an residual energy step was detected, the received 
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vector is used as the final 
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 vector right away, on the other hand if there were some past active SAD hangover frames to analyse and there was no energy step detected , the 
[image: image586.wmf]dist

lsp

and 
[image: image587.wmf]maxdev

lsp

are now used to control the vector update over 
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 as follows:
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The energy step is detected if it is the first CN frame after an active frame and the energy quantization index
[image: image593.wmf]q
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 decoded from the current SID frame is greater than the previous energy quantization index
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. Additionally, if there were past CN-parameters, an energy step is detected if the most recent energy value in 
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 is more than four times larger than the smoothed quantized excitation energy 
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vectors corresponding in time to the past residual energies in 
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used for 
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are saved in a buffer
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 is computed and from which two times of the smoothed residual spectral envelope of the previous frame, 
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, calculated in equation (1958) is subtracted. The resulting average envelope is used to initialize the smoothed residual spectral envelope if there is no energy step detected.
…

When a SID frame is received and there was no energy step detected,  first the received and decoded LSP vector  
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is added to the CNG-analysis buffer 
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in a FIFO manner for a buffer size of up to
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, and secondly the decoded residual energy value in the SID frame 
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 is added to the CNG analysis buffer 
[image: image609.wmf]hist

enr

in a FIFO manner for a buffer size of up to
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, then thirdly, if applicable (depending on if the SID frame is of WB type or not), the decoded low frequency envelope of the excitation from the SID frame is added to the CNG analysis buffer 
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 for a buffer size of up to
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. 
During actively encoded periods, i.e. not including SID frames, the currently least recent buffer element (firstly added) in the buffer 
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 and the corresponding element in the buffer 
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 are excluded from the buffers with a period of number of consecutive actively encoded frames given by the decrement factor 
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, is given by:
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where 
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 is the number of valid buffer elements in the very beginning of the actively encoded period, 
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 is a non-negative integer and 
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 is a counter of consecutive actively encoded frames. The variable 
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 does together with a pointer to the most recently added buffer element determine the valid buffer elements.

*** Start fiftythird change ***
6.8.3.2.2.2
Extension of excitation spectrum
The DCT spectrum covering the 0-6400 Hz band is extended to the 0-8000 Hz band as follows:
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where 
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is the adaptive start band as computed according to subclause 6.8.3.2.2.1. The 5000-6000 Hz band in 
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  in the same band, this allows keeping the original spectrum in this band to avoid introducing distortions when the high-band is added to the decoded low-band signal. The 6000-8000 Hz band in 
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*** Start of fiftyfourth change ***
7.1
Bit allocation for the default option
The allocation of the bits for various operating modes in the EVS encoder is shown in detail for each bitrate in the following tables. Note that the most significant bit (MSB) of each codec parameter is always sent first. In the tables below, the abbreviation CT is used to denote the coder type and the abbreviation BW is used to denote the bandwidth.

7.1.1
Bit allocation at VBR 5.9, 7.2 – 9.6 kbps

The EVS codec encodes NB and WB content at 7.2 and 8.0 kbps with CELP core or HQ-MDCT core. No extension layer is used at these bitrates. The EVS codec encodes NB and WB content at 9.6 kbps with CELP core or TCX core. To encode WB signals at 9.6 kbps, the CELP core uses TBE extension layer and the TCX core uses IGF extension layer. Similarly to encode SWB signals at 9.6 kbps, the CELP core uses TBE extension layer and the TCX core uses IGF extension layer.

VBR mode uses 4 different active frame types with different bit rates to achieve the average bit rate of 5.9 kbps. The 4 different frame rates are 2.8 kbps PPP frame, 2.8 kbps NELP frame, and 7.2 kbps and 8 kbps CELP frames. The CT bits are allocated as 1 bit to differentiate active 2.8 kbps (PPP or NELP) frames from any other 2.8 kbps frames (such as SID frame with payload header) and the remaining 2 bits are used to represent NB PPP, WB PPP, NB NELP and WB NELP frames.

Table 179: Bit allocation at 7.2 – 9.6 kbps and 2.8 kbps PPP/NELP

	Description
	2.8 PPP
	2.8 NELP
	7.2
	8.0
	9.6

	core
	CELP
	CELP
	CELP

HQ-MDCT
	CELP

HQ-MDCT
	CELP
	TCX

	ext. layer
	NO
	NO
	NO
	NO
	SWB TBE
	WB TBE
	IGF

	Number of bits per frame
	56
	56
	144
	160
	192

	BW
	
	
	4
	2

	CT
	3
	3
	
	3

	core bits
	53
	53
	140
	156
	171
	181
	187

	WB/SWB ext. layer bits
	
	
	
	
	16
	6
	


Note that the BW and CT parameters are combined together to form a single index at 7.2 and 8.0 kbps. This index conveys the information whether CELP core or HQ-MDCT core is used. At 9.6 kbps, the information about using the CELP core or the TCX core is encoded as a part of the CT parameter.

7.1.2
Bit allocation at 13.2 kbps

The EVS codec encodes NB, WB and SWB content at 13.2 kbps with CELP core, HQ-MDCT core, or TCX core. For WB signals, the CELP core uses TBE or FD extension layer. For SWB signals, the CELP core uses TBE or FD extension layer, and the TCX core uses IGF extension layer.

Table 180: Bit allocation at 13.2 kbps

	Description
	13.2

	core
	CELP
	HQ-MDCT
	TCX
	CELP
	TCX

	ext. layer
	NO
	NO
	NO
	WB TBE
	WB FD
	SWB TBE
SWB FD
	IGF

	Number of bits per frame
	264

	BW, CT, RF
	5

	TCX/HQ-MDCT core flag
	
	1
	1
	
	
	
	1

	TCX CT
	
	
	2
	
	
	
	2

	TD/FD ext. layer flag
	
	
	
	1
	1
	1
	

	core bits
	259
	258
	256
	238
	252
	227
	256

	WB/SWB ext. layer bits
	
	
	
	20
	6
	31
	


Note that the BW, CT, and RF parameters are combined together to form a single index. This index also conveys the information whether LP-based core or MDCT-based core (TCX or HQ-MDCT) is used. The decision between the HQ-MDCT core and the TCX core is encoded with one extra bit called MDCT core flag. At this bitrate, the TCX coder type is encoded with 2 extra bits (TCX CT).

7.1.3
Bit allocation at 16.4 and 24.4 kbps

The EVS codec encodes NB, WB, SWB and FB content at 16.4 and 24.4 kbps with CELP core, HQ-MDCT core or TCX core. For SWB and FB signals, the CELP core uses TBE extension layer and the TCX core uses IGF extension layer.

Table 181: Bit allocation at 16.4 kbps

	Description
	16.4

	core
	CELP
	TCX
	HQ-MDCT
	CELP
	TCX
	CELP

	ext. layer
	NO
	NO
	NO
	SWB TBE
	IGF
	FB TBE

	Number of bits per frame
	328

	BW
	2

	Reserved flag
	1

	CT
	3
	4
	2
	3
	4
	3

	core bits
	322
	321
	323
	286
	321
	287

	SWB ext. layer bits
	
	
	
	33
	
	31

	FB ext. layer bits
	
	
	
	
	
	4

	Padding bits
	
	
	
	3
	
	


Table 182: Bit allocation at 24.4 kbps

	Description
	24.4

	core
	CELP
	TCX
	HQ-MDCT
	CELP
	TCX
	CELP

	ext. layer
	NO
	NO
	NO
	SWB TBE
	IGF
	FB TBE

	Number of bits per frame
	488

	BW
	2

	Reserved flag
	1

	CELP/MDCT core flag
	1

	TCX/HQ-MDCT core flag
	
	1
	1
	
	1
	

	CELP->HQ core switching flag
	
	
	1-2
	
	
	

	CT
	2
	2
	
	2
	2
	2

	core bits
	482
	481
	481-2
	422
	481
	423

	SWB ext. layer bits
	
	
	
	57
	
	55

	FB ext. layer bits
	
	
	
	
	
	4

	Padding bits
	
	
	
	3
	
	


The information about using the CELP core or the MDCT-based core (HQ-MDCT or TCX) is transmitted as a 1-bit CELP/MDCT core flag. In the case of MDCT-based core, the next bit decides whether HQ-MDCT core or TCX core is used. In the case of TCX, the remaining 2 bits are used to represent the TCX coder type (TCX CT). In the case of HQ-MDCT core, the next one or two bits signal whether the previous frame was encoded with the CELP core or not. The second bit is used to signal its internal sampling rate (12.8 or 16 kHz) only when the previous frame was encoded with the CELP core.

7.1.4
Bit allocation at 32 kbps

The EVS codec encodes WB, SWB and FB content at 32 kbps with CELP core, HQ-MDCT core, or TCX core. For SWB and FB signals, the CELP core uses TBE or FD extension layer and the TCX core uses IGF extension layer.

Table 183: Bit allocation at 32 kbps

	Description
	32

	core
	CELP
	HQ-MDCT
	TCX
	CELP
	TCX
	CELP

	ext. layer
	NO
	NO
	NO
	SWB TBE/FD
	IGF
	FB TBE/FD

	Number of bits per frame
	640

	CELP/MDCT core flag
	1

	CELP->HQ core switching flag
	
	1-2
	
	
	
	

	TCX/HQ-MDCT core flag
	
	1
	1
	
	1
	

	BW
	4
	2
	2
	4
	2
	4

	CT
	
	
	2
	
	2
	

	TBE/FD ext. layer flag
	
	
	
	1
	
	

	core bits
	634
	632-3
	632
	602
	633
	576

	SWB ext. layer bits
	
	
	
	55/31
	
	55/31

	FB ext. layer bits
	
	
	
	
	
	4


The information about using the CELP core or the MDCT-based core (HQ-MDCT or TCX) is transmitted as a 1-bit CELP/MDCT core flag. If CELP core is selected, the BW and CT parameters are combined together to form a single index. In the case of MDCT-based core, the next bit decides whether HQ-MDCT core is used or the TCX core is used. In the case of TCX, the remaining 2 bits are used to represent the TCX coder type (TCX CT). In the case of HQ-MDCT core, the next one or two bits signal whether the previous frame was encoded with the CELP core or not. The second bit is used to signal its internal sampling rate (12.8 or 16 kHz) only when the previous frame was encoded with the CELP core. Finally, 1 bit is used to distinguish between TBE and FD extension layer in the case of CELP core.

7.1.5
Bit allocation at 48, 64, 96 and 128 kbps

The EVS codec encodes WB, SWB and FB content at 48 kbps with TCX core only. For SWB and FB signals, the TCX core uses IGF extension layer. At 64 kbps, the EVS codec encodes WB, SWB and FB content with CELP core or HQ-MDCT core. For SWB and FB signals, the CELP core uses FD extension layer.

Table 184: Bit allocation at 48, 64, 96 and 128 kbps

	Description
	48
	64
	96
	128

	core
	TCX
	TCX
	CELP
	HQ-MDCT
	CELP
	TCX
	TCX
	TCX
	TCX

	ext. layer
	NO
	IGF
	NO
	NO
	SWB FD

FB FD
	NO
	IGF
	NO
	IGF

	Number of bits per frame
	960
	1280
	1920
	2560

	CELP/MDCT 
core flag
	
	1
	
	

	CELP->HQ core switching flag
	
	
	1-2
	
	
	

	TCX/HQ-MDCT core flag
	
	
	1
	
	
	

	BW
	2
	4
	2
	4
	2
	2

	CT
	
	
	
	
	
	

	Reserved flag
	1
	
	1
	1

	TCX CT
	3
	
	3
	3

	core bits
	954
	954
	1275
	1274-5
	954
	1914
	1914
	2554
	2554

	ext. layer bits
	
	
	
	
	326
	
	
	
	


At 64 kbps, the information about using the CELP core or the HQ-MDCT core is transmitted as a 1-bit CELP/MDCT core flag. If CELP core is selected, the BW and CT parameters are combined together to form a single index. In the case of HQ-MDCT core, the next one or two bits signal whether the previous frame was encoded with the CELP core or not. The second bit is used to signal its internal sampling rate (12.8 or 16 kHz) only when the previous frame was encoded with the CELP core. 

*** End of changes ***
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