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1 Introduction

The Technical Report on Improved Support for DASH [1] defines a set of use cases that require controlling the client’s rate adaptation behavior or more precisely, the Representation selection algorithm. For instance, a set of use cases are defined for operator control of DASH, where upon congestion, the operator communicates with the UEs to urge them to select a lower bitrate Representation(s). Other similar use cases include offloading to another cell or network or to another channel such as WLAN. Another set of use cases addresses proxy cache behavior and communication with the DASH clients in the UE, for instance to direct the UEs towards requesting Representations that happen to be cached locally and in a faster manner.

Another use case, which could as well be considered a subset of one of the previous use cases, assumes the availability of MBMS and the delivery of a subset of Representations over MBMS. When MBMS is available, the UE is served by the MBMS channel whenever possible, which requires that the DASH client should prefer Representations that are delivered over MBMS over others that are delivered over unicast.
2 Possible Solutions
Throughout the discussions around these use cases and several related contributions, a set of possible solutions has been proposed and discussed. This section lists those solutions and discusses them and proposes a recommendation on which ones should be adopted.
2.1 MPD Update
MPD updates are proposed to be used as a mechanism to influence the DASH client’s selection of representations. An intermediate entity, e.g. a proxy server running in the network or on the UE itself, generates MPD updates and adds/removes representations that the client should or should not use. 
Upon detection of congestion in the core network or on the air interface, the intermediate node, which is keeping track of all ongoing streaming sessions of DASH presentations, will issue a new MPD for each of these presentations. The new MPDs will restrict the set of Representations that are currently available to help ease the congestion situation. However, this measure should be temporary, so that when the congestion situation is alleviated, the old representations should be made available again. 

After generating a new MPD, the DASH clients need to be informed about the presence of that new MPD. This may be done in one of the following manners:

· In the next segment request by the client, include an MPD update event message to invalidate the current MPD and ask the client to fetch a new MPD. 

· Reply to all future segment requests from the client with a 404 error message, thus, forcing the clients to fetch a new MPD, after which the requests will be fulfilled again.    
· For dynamic Presentations only, wait for the next MPD update request and reply with the new MPD. 

All of these available options have some (severe) drawbacks. 
1. First of all, in a case of transient congestion, the reaction to the congestion should be as fast as possible, however, all of these approaches require that first a signal is sent to the client and then that a new MPD is fetched before switching takes place. 
2. However, the biggest challenge is to maintain consistency when authoring all the new MPDs, especially, if the original server is also issuing MPD updates (in dynamic Presentations). The complexity will increase with the number of intermediate nodes that are trying to perform the same task on the path. Each node down the path to the UEs will need to integrate and synchronize its MPD updates to all nodes before it. The risk for inconsistencies and DASH client confusion is relatively high.
3. Thirdly, the MPD describes the property of the content and does not provide any instructions on how the client uses this information for accessing the content. As an example a client may operate on time shift mode

4. MPD updates are triggered by content changes and are not done for the purpose of operational changes. For example, in case of an On-Demand (type static) or for a templated dynamic session, MPD updates may never happen or may be done infrequently. In addition, a client may rely on an MPD when it for example operates in timeshift buffer. There is some discussion to refetch the MPD in case of HTTP error codes (see Annex A.7 of ISO/IEC 23009-1), but error codes may not be suitable for proper implementation or may result in similar problems as redirection codes discussed in section 2.2 w/o further specification.
2.2 Redirections
Redirection is another tool that intermediate nodes may make use of. In this tool, the intermediate node makes use of the HTTP 3xx codes to redirect UE requests to another location. 
Redirections may be followed automatically or they may be passed to the user agent for processing. As it is assumed that browser-based DASH implementations will constitute a share of DASH implementations, we need to look at how segments are fetched in such an environment. HTML defines a mechanism for fetching resources in the background. This mechanism is known as AJAX and is defined in [2]. In [2], redirects are to be followed automatically and transparently to the user agent. This is described in section 4.6.7 and is replicated here:
	4.6.7 Infrastructure for the send() method

The same-origin request event rules are as follows:

If the response has an HTTP status code of 301, 302, 303, 307, or 308

If the redirect violates infinite loop precautions this is a network error.

Otherwise, run these steps:

1. Set the request URL to the URL conveyed by the Location header.

2. If the source origin and the origin of request URL are same origin transparently follow the redirect while observing the same-origin request event rules.

3. Otherwise, follow the cross-origin request steps and terminate the steps for this algorithm.


So assuming that only transparent redirects are supported, the only possible redirects would be to media segments of a different representations. In other words, the client would request a segment from one representation but the response is a redirection to a media segment from another representation. This trick might work only if the used media codecs and configuration information are identical, the request does not contain a byte range, and the segments are time aligned. 

Even under those very strong restrictions, the DASH client may still get confused because of the different bandwidth of the segments. The client will be downloading the media segments at a faster pace, if it gets segments from a lower bandwidth representation. This might trigger the client to try to switch to an even higher representation, which will cause even more problems. 
Now assuming that redirects do not get followed automatically, in which case, the client will receive a redirection message and the entity body, which might be a textual or HTML fragment. Without knowing the content and format of that response, the DASH client will not be able to interpret the contents of the body and might simply send a GET request to the new resource location. 

In other words, the redirection approaches with existing status codes and semantics may not work, unless the client understands the semantics of the redirections and knows how to interpret the body of the redirection message and then extracts the information about the Representations it should consume, this approach will not work.
Additional redirection methods may be considered that take into account:

· redirecting not to a specific object, but to a sequence of object or a new BaseURL

· consistent implementation of such redirection methods in order to ensure that the redirection information is passed to the DASH client. 
2.3 Bandwidth Throttling
The two key issues in video delivery are user experience and delivery efficiency/costs.  One of the key performance indicators for video streaming is continuous loss-free playout. Rebuffering and packet losses are considered as the most severe degradation in video delivery. DASH addresses these issues by 

· relying on a reliable transport protocol, namely HTTP/TCP, and 

· by providing multiple switchable versions of the same content at different bitrates (aka representations). This enables the client to control its buffer states and choose the requested representations appropriate to the available access bandwidth in order to maintain continuous playout.

Adaptation to changing network conditions such as congestions are naturally handled by TCP congestion control and the end-to-end rate adaptation, driven by the DASH client.
When running TCP in a congested network the TCP throughput is reduced due to increased packet delays and losses. The bandwidth reduction is a reaction to reduced TCP throughput reacting to the above effects packet delay and packet loss. The DASH client will observe the reduced TCP throughout and will therefore use its rate adaptation to adjust the requested bandwidth in order to maintain proper throughout. 

The well-known TCP throughput upper bound can be used:

rate < (MSS/RTT)*(C/sqrt(Loss))
Typical examples are: MSS=1460 bytes, RTT between 50ms to 1sec, loss rate 1-e6 to 5%.

As an example, suppose the end-to-end delay of between the HTTP web caching servers and the client was 300 ms, and the packet loss rate was 1%.  Based on the TCP equation, the average throughput of a single HTTP connection would be approximately 385 Kbps.  
The actual performance of TCP is typically worse than predicted by the TCP equation, and gets harder to model when there are constraints on bandwidth and bandwidth varies. However, there is no counter-proof that the above approach does not work properly.

Users may be differentiated by the applying different packet delays and/or packet losses resulting in more or less bandwidth for the user.
Figure 2 shows the operational principles of DASH-based streaming delivery. The DASH server (in general a plain HTTP server or an intermediate proxy) hosts content at different quality/bitrate levels. Due to congestion, load or other reasons, the e2e network bandwidth may be constrained. The DASH client estimates the available bandwidth and adapts the selected quality/bitrate level to the available bandwidth to ensure continues playback. 
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Figure 2 Operational principles of DASH-based streaming

The network "communicates" with the client by applying regular TCP congestion control.
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Figure 3 Client Selection process
DASH-based services may be deployed w/o much impact to existing nodes and interfaces in mobile networks. According to Figure 2, the network can modify the bitrate of the DASH session by applying regular TCP congestion control methods (delay and packet-losses) and rely on the DASH client's rate adaptation logic as shown in Figure 3.

Since Release 10, DASH-based services may be QoS-supported. It was agreed on adding in Release 10 the Min-Requested-Bandwidth-UL and Min-Requested-Bandwidth-DL AVPs as part of the media information sent by the Application Function within the Media-Component-Description AVP and allowing the derivation of Authorized Guaranteed Data Rate UL and Authorized Guaranteed Data Rate DL according to the supplied values. TS26.247 provides an informative Annex with an example mapping of DASH/MPD parameters to apply the relevant QoS derivation.
However, for other use cases such as the MBMS use case, this approach fails. In the MBMS use case, the operator or UE might want the DASH client to use a representation that might have higher bandwidth than the one it is currently consuming (e.g. because it is popular, available in the local cache, or because it is delivered over MBMS). Bandwidth throttling does not work in this approach.

2.4 Control Events
In this approach, the client should be aware about the situation and will cooperate to achieve best user experience by reacting early enough according to the event information. 

A set of events may be defined to control the client Representation selection. The following indications may for example be supported:
· Preferred Representation: the DASH client is instructed to switch to an alternative representation
· Available Bandwidth: the DASH client is informed about the overall bandwidth that is available for the client and requests the client to perform the necessary switching to fit within that bandwidth budget.
Amd.1 of ISO/IEC 23009-1 is currently in preparation in MPEG. In this Amendment the addition of media time related events is considered. Media-time events can be signaled in the MPD or as part of segments. This mechanism may be used to provide information to the DASH client.

If this approach is implemented using the DASH event mechanism, the client may be made aware about the situation and will cooperate to achieve best user experience by reacting early enough. 
However, this approach does have the following issues:

1. The Amendment 1 Events are media-time events. This means that operational real-time instructions to the client are not suitable communicated by these means. For example if the client is operating in the time-shift buffer, the real-time event is missed. 

2. This method is not applicable in the cases where On-Demand profiles are used and short segments are not provided.

3. The main problem with in-band events is, that the controlling entity needs to have access to the media segments, need to parse and modify them and may even have to provide different segments for each UE or a group of UEs. This may impact the operation including caching and so on. 
3 Conclusion and Proposal
In this contribution, we have discussed several approaches to address the use cases for control of DASH client representation selection. Despite some of the approaches may work for certain use cases, none of the solutions seems provides a solution for all considered use cases.

Based on this discussion it may be considered to:

1. Fulfill the use cases with different means and check if certain use cases can still not be fulfilled.

2. Refine and update one of the above proposals to address the weaknesses

3. Look for alternative solutions, such as real-time event control protocols, etc.
It is proposed to share the relevant use cases as well as the analysis here with MPEG in order to consult with them on the status of their work in this area.
4 References
[1]
3GPP TR 26.938, “3rd Generation Partnership Project; Technical Specification Group Services and System Aspects; Packet-Switched Streaming Service (PSS) Improved Support for Dynamic Adaptive Streaming over HTTP in 3GPP (Release 12)
[2]
W3C Working Draft, XMLHttpRequest

