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1. Introduction
Telephonometry test methods for e.g. frequency responses and loudness ratings rely on a sensitivity measurement, where the output power spectral density from the device under test is divided by the input power spectral density. For a linear time-invariant system, it would be transfer function estimation. For a modern telephone involving speech coding and non-linear signal processing, the transfer function concept may not apply in the strict meaning but nevertheless it is useful to examine the out/in spectra. Normally, when speech codecs are involved, the phase is ignored and only the magnitude is considered. Normally, as in the 3GPP TS 26.132 [2] tests, the data is analyzed in fractional-octave bands, which may be obtained from e.g. an FFT analysis.

The currently specified methods (in 3GPP and other bodies), typically use an average spectrum calculated over the complete duration of the measurement. When using artificial speech or real speech, the relatively low average energy at high frequencies in the test signal, can lead to incorrect results when noise is added in the terminal, the test system or the acoustic test environment. At high frequencies the signal-to-noise ratio can be poor or even negative, leading to almost “noise divided by zero”, thus an incorrect estimation of the transfer characteristics, see first plot in Figure 5.

Such measurement issues were seen with P.50 for wideband. The new P.501 [1] signals are better in this respect but going forward to super-wideband and fullband, there is a risk that the problem comes back.

However, for some parts of the signal, such as during unvoiced sounds, there will be sufficient energy to reach a good-enough SNR and these parts of the signal can be used to estimate the transfer characteristics.

Other existing noise-robust methods could also be examined but some of these may not be usable for speech signals and non-linear, time variant test objects.

2. Benefits

The method is believed to have the following benefits:

· Automatically avoid plotting and using “false” responses

· Provide diagnostic information to the test engineer who might be able to improve the situation

· Potentially improve the estimation for some non-discarded segments

· Perceptually motivated to some degree since a listener would only judge the spectral characteristics based on un-masked portions of the speech. No attempt was made to regard this in detail but it is a positive side effect.
3. Method

The principle of the method is to analyze both the stimulus signal (the source file itself or a signal recorded at e.g. the MRP) and the measured signal in a spectrum versus time fashion. The spectrum analysis can e.g. be an FFT or a fractional-octave measurement. For each time segment and frequency band, the SNR must be good enough on both the input and the output, in order to characterize the segment as a good segment.

The output and input power spectral densities are averaged for each frequency band, over the segments classified as good for the frequency bin/band in question. Finally, the transfer characteristic is determined based on the averaged spectra.

(Alternatively, cross spectra based on correlation could be used but this is not further discussed here.)

The SNR for the input signal serves as a speech activity detector. By this, we assure that speech pauses are discarded from the subsequent analysis. Among the active segments, the SNR for the output signal is then used to further discard segments that have too small SNR.

To calculate the SNR of the in/out signals, the idle noise is used. There is no guarantee that the idle noise in the output signal equals the noise during speech but at least idle hiss from some parts of the terminal, test equipment and acoustic noise in the chamber (receive side) will be well estimated.

For the purpose of estimating the idle noises, it is suggested that a speech pause of ~0.5 seconds or more appears prior to the first speech activity. The stimulus signal should have its original recording noise during this time, rather than inserted silence or added dither noise. The SNR for the input signal could potentially be replaced with a simple absolute level measurement as its purpose is just to detect speech activity. However, using SNR is robust to different signal levels and it provides a nice similarity in the analysis of the input and the output.

The delay must be known and, in principle, constant during the measurement to allow proper alignment of ins/outs. A delay check could be integrated in the method. The delay must however be known for several other measurements as well and there is normally no need to include it into the method itself. If delay variations are expected during the measurement, a segment-based delay could be utilized but this is not yet seen as necessary.

4. Pseudo code

X is input signal, Y is output signal

Calculate noise spectra from pause(s) in the stimulus file (such as 0.5 s at the beginning)

Adjust length to integer * segment length

for each time segment

calculate power spectral densities for X and Y

for each frequency band
if SNR( band) is sufficient for X
if SNR( band) is sufficient for Y
NoOfGood( band ) = NoOfGood( band ) + 1;

Update spectrum estimates for this band, for both X and Y                end
end

end

end

Check which bands had enough good segments, issue warnings for the bad segments and calculate average for the good segments.

(optional, can e.g. be used if the original power spectral density was FFT based;
Convert to fractional octave bands, using the average of the good estimates within each fractional octave band.)

Calculate the transfer characteristics by dividing the averaged power spectral densities
5. Example

The method was implemented and tested. A signal was selected, one sentence from ITU-T P.501 British-English, the “X” signal. It was filtered with a 1 kHz -10 dB dip filter to generate a transfer characteristic to estimate. A white noise was added to the filtered signal yielding the “Y” signal to simulate a noisy measurement at an un-weighted SNR of about 25 dB. A 400 ms portion in the beginning was used to estimate the noise spectra.

The SNR threshold was set to 10 dB SNR, to qualify as a good segment. (This limits the error to 0.6 dB. One could correct the measurement by some kind of spectral subtraction technique but it was on purpose avoided.)

The minimum no of good segments to qualify for being used was set to 10. (This is on a per-band basis.)

FFT length 4096 in 48 kHz sample rate was used, Hann window.

The segment length was set to 4096 samples (same as FFT length, although this is not necessary). A 50% overlap was used between segments.
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Figure 1 Time signal and spectrogram for the input signal X
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Figure 2 Time signal and spectrogram for the output signal Y (with the noise added). It is obvious that different parts of the signal are suitable for measuring different parts of the frequency range. E.g., the signal has low energy at high frequencies except at a few places.
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Figure 3 Input file X (blue) and output file Y (green) power spectral densities
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Figure 4 The coherence between X and Y, this indicates some issues at high (and very low) frequencies, as expected
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Figure 5 a) Raw estimate where the noise in the Y component creates a false rise at high frequencies, b) “true” is the same without the noise added, c) “with NRS” shows the result using the suggested method where the poor estimates have been discarded and are instead indicated with red dots, d) same but converted to 1/3rd octave bands after averaging the good estimates within each 1/3rd octave band

In this example, the last “good” FFT bin was 16535 Hz. This corresponds well with the point where the raw data generates “false” output.

The discarded points could perhaps be indicated in a different manner; here they were just plotted with “1 dB” values at the respective frequencies.

As mentioned, the fractional octave bands could be used already in the spectrum versus time part of the analysis.

6. Conclusions

A relatively simple method has been presented. It can hopefully be further examined by other companies and potentially be used for all sensitivity based measurements in TS 26.132. Although it is mainly targeted towards super-wideband it can be useful for all bandwidths. As long as the measurement is synchronized in time, the method should likely not bring substantial disadvantages but, at minimum, be a useful “watchdog”. However, the test system needs to consider the spectrum versus time for the stimulus signal rather than the long-term spectrum.
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