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1. Introduction

According to the EVS Qualification Deliverables Permanent Document (EVS-6a) [1] the companies proposing a candidate for the EVS qualification phase shall publish a technical description of their solution on the 3GPP SA4 reflector. The present document is the corresponding technical description of Ericsson’s candidate for the EVS qualification.

2. Overview

Ericsson’s EVS candidate employs LP based encoding and frequency domain encoding as well as inactive signal coding in conjunction with VAD/DTX/CNG operation. It supports 5.9kbps VBR operation inside the LP based encoding block, and the same coding block provides AMR-WB interoperable encoding and decoding. In addition to perceptually optimized waveform matching, the codec utilizes parametric representations of certain frequency ranges. These parametric representations constitute coded bandwidth extension or noise fill strategies. In many operating modes, i.e. bit rates/audio bandwidth modes, the frequency regions selected for perceptually aided waveform matching and parametric representations are based on signal properties, i.e., they are assigned dynamically.

The decoder generates the signal parameters represented by the indices transmitted in the bit-stream. For the bandwidth extension and noise fill regions estimates from the coded regions are used in addition to the decoded parametric data to generate the signals for these frequency regions.

3. Encoder

Figure 1 represents a high-level overview of the encoder. In the signal resampler a mismatch between the sampling frequency and the signal bandwidth command line parameter is detected. For the case that the signal bandwidth is lower than half the input sampling frequency, the signal is downsampled to a sampling rate that is twice the signal bandwidth. In the other cases, the signal resampler just passes the input signal to the signal analysis.
The signal analysis switches between three possible encoder strategies: LP based coding, frequency domain encoding, inactive coding (comfort noise generation, CNG). Further parameters derived in the signal analysis aid the operation of these coding blocks and some of them, like the decision which coding strategy to use, are sent into the bit-stream. In each of the coding blocks the signal analysis is further refined to obtain parameters relevant for this coding block. 
The signal analysis and sub-sequent decision of the coding mode is performed for every 20ms frame. Thus, the switching between different modes is possible on a frame-by-frame resolution. In the switching instance parameters are exchanged between the coding modes to render the switching seamless. In addition, switching between different bandwidths and / or bit-rates is possible from one frame to the next.
The signal analysis and all other blocks have full access to the command line parameters like bit-rate, sampling rate, signal bandwidth, DTX activation.
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Figure 1 Encoder Overview
Linear Prediction Based Core

The input signal is split in a high-frequency and a low-frequency path where the cut-off frequencies of these paths are determined from the operation mode (bandwidth and bit-rate) of the codec.
The linear-prediction coefficient estimation is performed for every 20ms frame. Within one frame several interpolation points are established with increasing rate guidance information for the interpolation is transmitted to the decoder. The LP coefficients are transmitted in the line-spectral pair representation. The linear-prediction residual is further analysed and for its quantization four different quantization schemes are employed which are selected by the residual analysis. For the 5.9kbps VBR operation additional low-rate coding modes at rates conforming to the design constraints are available.
The high-frequency portion of the signal is represented by a parametric representation. The parameters used for this representation vary as a function of bit-rate and with the used residual quantization strategy. The transmitted parameters include spectral envelope, energy information and temporal evolution information. 
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Figure 2 Linear Prediction Based Core including Parametric HF Representation
The linear prediction based core can be setup such that both the linear prediction coefficients and the residual quantization are interoperable with the AMR-WB decoder. For this purpose the setup in the LP coefficient estimation, parametric HF representation and the residual quantization is similar to the AMR-WB encoder setup. In addition, identical codebooks in all quantizers are used for the AMR-WB interoperable operation mode.
Frequency Domain Core

For the frequency domain coding the encoding block can be separated in a control layer and a signal processing layer. The control layer performs signal analysis to derive several control parameters for the signal processing layer. Among these are the time-frequency resolution of the transform, the cross-over frequency between the coded and the parametric signal representation as well as the fine structure encoding methodology. The time-to-frequency transform is based on the MDCT transform and provides adaptive time-frequency resolution. The control layer derives measures of the time distribution of the signal energy in a frame and controls the transform.
In the next step the energy distribution over frequency is analyzed. This analysis results in the setup of the cross-over frequency between the parametric representation of the high-frequency coefficients and the perceptual waveform matching and noise fill of the low-frequency coefficients. In addition, the energy analysis selects one of several quantization methodologies for the low-frequency transform coefficients and corresponding parametric representations for the high-frequency coefficients.
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Figure 3 Frequency Domain Encoder

Inactive Signal coding
When the codec is operated in DTX on mode the signal classifier depicted in Figure 1 selects the discontinuous transmission (DTX) mode for frames that are determined to consist of background noise. For these frames a low-rate parametric representation of the signal is transmitted with an adaptive interval between 8 frames (160ms) and 50 frames (1000ms).

The low-rate parametric representation is used in the decoder for comfort noise generation (CNG) and includes linear prediction coefficients describing the frequency envelope of the background signal, energy parameters describing the overall energy and its time evolution.
DTX operation is available for all supported bit-rates of the EVS codec.
4. Decoder

The decoder receives all quantized parameters and generates the corresponding quantized signal. Thus, for the majority of encoder operations it represents the inverse of the quantized value to index operations.
For the AMR-WB interoperable operation the index lookup is performed using the AMR-WB codebooks and the decoder is configured to render an improved signal from the AMR-WB bitstream.

Parametric Signal Representation Decoding (Bandwidth Extension)

In addition to the generation of signal components representing the transmitted indices, the decoder performs estimations to generate the output signals in the regions where the transmitted signal representation is incomplete, i.e. for the parametric signal representations and noise fill.
For the time domain coding core the HF signal fine structure is estimated from the quantized low-frequency linear prediction residual. As stated in Section 3, the cross-over frequency for the parametric signal representation is determined by the signal bandwidth and the bit-rate. 
For the frequency domain encoding the parametric descriptions include the high-frequency envelope and the corresponding time evolution. From the transmitted parameters of the frequency coefficient analysis (see Figure 3) and the quantized low-frequency coefficients an estimate of the fine structure in the high-frequency coefficients is derived. A similar estimate is made for the low-frequency coefficients in regions where no quantized coefficients are received due to bit-budget restrictions (noise fill). The quantized and estimated frequency coefficients are then transformed back to a time-domain signal.
Perceptual post-filtering

Post-filtering based on linear-prediction coefficients is applied for some operation modes. In other modes noise shaping is achieved already in the quantization step and towards higher rates less noise shaping is applied.

Frame loss concealment

The Ericsson candidate includes frame loss concealment algorithms. For all coding modes an extrapolation algorithm is in place that estimates the signal in a lost frame. For the LP based core this estimation operates on the last received residual and LP coefficients. For the frequency domain core the last received MDCT coefficients are extrapolated and in addition the resulting time domain signal is guaranteed to give a smooth time evolution from the last received frame into the missing frames.

Once the frame loss is recovered, i.e., the first good frame is received the codec memory is updated and frame boundary mismatches towards the last lost frame are minimized.

For situations of sustained frame loss the signal energy is reduced and finally muted when no reasonable extrapolation can be assumed. 

JBM solution

The Ericsson EVS candidate includes an adaptive jitter buffer algorithm. Based on the jitter statistics this algorithm adapts the buffer depth to maintain a low late loss rate while keeping the delay short. The jitter buffer depth is adapted in silence or background only periods
Output signal resampling
In cases where the sampling rate of the quantized signal deviates from the output sampling rate specified in the command line an additional re-sampling algorithm is applied. For the frequency domain coding the frequency-to-time transformation can directly be adapted to provide the correct output sampling frequency.

5. References

[1] S4-12 0568 EVS-6a: Qualification Deliverables, Version 1.0
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